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Background: Gaussian processes (GP) provide an elegant and effective approach to learn-
ing in kernel machines. This approach leads to a highly interpretable model and allows using
the Bayesian framework for model adaptation and incorporating the prior knowledge about
the problem. The GP framework is successfully applied to regression, classification, and di-
mensionality reduction problems. Unfortunately, the standard methods for both GP-regression
and GP-classification scale as O(n?®), where n is the size of the dataset, which makes them
inapplicable to big data problems. A variety of methods have been proposed to overcome this
limitation both for regression and classification problems. The most successful recent meth-
ods are based on the concept of inducing inputs. These methods reduce the computational
complexity to O(nm?) where m is the number of inducing inputs with m typically much less
than n. The present authors focus on classification. The current state-of-the-art method for
this problem is based on stochastic optimization of an evidence lower bound (ELBO) that de-
pends on O(m?) parameters. For complex problems, the required number of inducing points m
is fairly big, making the optimization in this method challenging.

Methods: The structure of variational lower bound that appears in inducing input GP clas-
sification has been analyzed. First, it has been noted that using quadratic approximation of
several terms in this bound, it is possible to obtain analytical expressions for optimal values of
most of the optimization parameters, thus sufficiently reducing the dimension of optimization
space. Then, two methods have been provided for constructing necessary quadratic approxi-
mations: one is based on Jaakkola—Jordan bound for logistic function and the other is derived
using Taylor expansion.

Results: Two new variational lower bounds have been proposed for inducing input GP classi-
fication that depend on a number of parameters. Then, several methods have been suggested
for optimization of these bounds and the resulting algorithms have been compared with the
state-of-the-art approach based on stochastic optimization. Experiments on a bunch of clas-
sification datasets show that the new methods perform the same or better results than the
existing one. However, new methods do not require any tunable parameters and can work in
settings within a big range of n and m values, thus significantly simplifying training of GP
classification models.
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1 Introduction

Gaussian processes provide a prior over functions and allow finding complex regularities in data.
Gaussian processes are successfully used for classification/regression problems and dimension-
ality reduction [1]. In this work, only the classification problem is considered.

Standard methods for GP-classification scale as O(n?) where n is the size of the training
dataset. This complexity makes them inapplicable to big data problems. Therefore, a variety
of methods were introduced to overcome these limitations [2-4]. The focus of the paper is
on the methods based on so-called inducing inputs. Paper [5] introduces the inducing inputs
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approach for training GP models for regression. This approach is based on variational inference
and proposes a particular lower bound for marginal likelihood (evidence). This bound is then
maximized with regard to parameters of kernel function of the GP, thus fitting the model
to data. The computational complexity of this method is O(nm?) where m is the number of
inducing inputs used by the model and is assumed to be substantially smaller than n. Paper [6]
develops these ideas by showing how to apply stochastic optimization to the ELBO similar to
the one used in [5]. However, a new lower bound depends on O(m?) variational parameters that
makes optimization in the case of big m challenging.

Paper [7] shows how to apply the approach from [6] to the GP-classification problem. It
provides a lower bound that can be optimized with regard to kernel parameters and variational
parameters using stochastic optimization. However, the lower bound derived in [7] is intractable
and has to be approximated via Gauss-Hermite quadratures or other integral approximation
techniques. This lower bound is also fit for stochastic optimization and depends on O(m?)
parameters.

In this work, a new approach was developed for training inducing input GP models for
classification problems. Here, a structure of variational lower bound from [7] was analyzed. It
has been noted that using quadratic approximation of several terms in this bounds, it is possible
to obtain analytical expressions for optimal values of the most of optimization parameters, thus
sufficiently reducing the dimension of optimization space. So, two methods have been provided
for constructing necessary quadratic approximations: one based on Jaakkola—Jordan bound for
logistic function and the other derived using Taylor expansion.

The paper is organized as follows. In section 2, the standard GP-classification framework
and its main limitations are described. In section 3, the concept of inducing inputs is introduced
and the ELBO of [7] is derived. Section 4 contains the main contribution — two new tractable
ELBO and different methods for their optimization. Section 5 provides experimental comparison
of new methods with the existing approach from [7], The last section concludes the paper.

2 Gaussian processes classification model

In this section, classic GP framework and its application for classification problems (for detailed
discussion, see [1]) are reviewed.

2.1 (Gaussian process definition

A GP is a collection of random variables, any finite number of which has a joint Gaussian
distribution.

Here, only the processes that take place in a finite-dimensional real space R¢ are considered.
In this case, f is the GP if for any k, for any t,,...,t, € R% the joint distribution

(f(E2), - f(#R))" ~ N(my, Ko

for some m,; € R* and K, € RF*F,
Mean m, of this distribution is defined by the mean function m : R — R of the GP:

my = (m(ty),...,m(t))".

Similarly, the covariance matrix K, is defined by the covariance function k : R? x R? — R:

Kt t) k(tots) - k(b )
o k(t2:,t1) k(t2:,t2) l{;(tgz,tn) 0
Kt t)) K(tnts) - Kt b))
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Figure 1 One-dimensional GP

Then, it is straightforward that a GP is completely defined by its mean and covariance
functions. Let us use the following notation:

While the mean function m can be an arbitrary real-valued function, the covariance function &
has to be a kernel, so that the covariance matrices (1) it implies are symmetric and positive
definite.

Figure 1 shows an example of a one-dimensional GP. The dark blue line is the mean function
of the process, the light blue region is the 3o-region, and different color curves are the samples
from the process.

2.2 Gaussian process classification

Now, let us apply GP to a binary classification problem. Suppose, one has a dataset {(x;, ;) |1 =
=1,...,n} where &; € R? y; € {—1,1}. Denote the matrix comprised of points @, ..., z, by
X € R™4 and the vector of corresponding class labels vy, ...,y, by y € {—1,1}". The task is
to predict the class label 3, € {—1,1} at a new point =, € R%.

Let us consider the following model. First, let us introduce a latent function f : R? — R
and put a zero-mean GP prior over it:

J~ gP(Oa k(a ))

for some covariance function k(-, ). For now, the covariance function is supposed to be fixed.
Then, let us consider the probability of the object @, belonging to positive class to be equal
to o(f(x,)) for the chosen sigmoid function o:

p(y. = +1]z.) = o(f(z.)). (2)

In this work, the logistic function o(2) = (1 +exp(—2z))~!

sigmoid functions as well.
The probabilistic model for this setting is given by

is used; however, one could use other

n

py, £1X) =ply | Fp(f1X) =p(£ 1 X) [ [ pw:i | 1) (3)

1=1

Machine Learning and Data Analysis, 2017. Volume 3. Issue 1.



Faster variational inducing input Gaussian process classification 23

Figure 2 Gaussian process classification graphical model

where p(y; | f;) is the sigmoid likelihood (2) and p(f | X) = N(f]0, K(X, X)) is the GP prior.
The corresponding probabilistic graphical model is given in Fig. 2.

Now, inference in model (3) can be done in two steps. First, for new data point ., one
should find the conditional distribution of the corresponding value of the latent process f,. This
can be done as follows:

D(f . X x) = / p(f.] £ X 2 )p(f |y, X) df (4)

Second, the probability that x, belongs to the positive class is obtained by marginalizing over
the latent variable f,:

ply. = +1]9, X, @) = / o(fp(f. |y X @) df. (5)

Unfortunately, both integrals (4) and (5) are intractable since they involve a product of
sigmoid functions and normal distributions. Thus, one has to use some integral-approximation
techniques to estimate the predictive distribution.

For example, one can use Laplace approximation method, which builds a Gaussian approx-
imation ¢(f |y, X) to the true posterior p(f |y, X ). Substituting this Gaussian approximation
back into (4), one obtains a tractable integral. The predictive distribution (5) remains in-
tractable but since this is a one-dimensional integral, it can be easily estimated by quadratures
or other techniques. The more detailed derivation of this algorithm and another algorithm,
based on Expectation Propagation, can be found in [1].

Computational complexity of computing the predictive distribution both for the Laplace
approximation method and Expectation Propagation scales as O(n?) since they both require
to invert nxn matrix K (X, X). In section 3, the concept of inducing points aimed to reduce
this complexity is described.

2.3 Model adaptation

In the previous subsection, it was described how to fit a GP to the data in the classification
problem. However, only GP with fixed covariance functions have been considered. This model
can be rather limiting.

Most of the popular covariance functions have a set of parameters, which are referred to
here as covariance (or kernel) hyperparameters. For example, the squared exponential covariance
function

x — x'|?
ksg(x, 2';0) = 0% exp (—7H 7 | )
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has two parameters @: variance ¢ and length-scale [. An example of a more complicated popular
covariance function is the Matern function, given by

21—1/ 2 o / v 2
(.2 6) = <ﬁHw wu) . ( v l)7

I'(v) l |l — /|

with two positive parameters @ = (v,[). Here, K, is the modified Bessel function.

In order to get a good model for the data, one should find a good set of kernel hyperpa-
rameters 6. Bayesian paradigm provides a way of tuning the kernel hyperparameters of the
GP-model through maximization of the model evidence (marginal likelihood) that is given by

oy | X.6) = [ ply| Pp(f|X.0)df - max. (©

However, this integral is intractable for the model (3) since it involves a product of sigmoid
functions and normal distribution. In subsequent sections, several methods to construct a vari-
ational lower bound to the marginal likelihood will be described. Maximizing this lower bound
with respect to kernel hyperparameters 6, one could fit the model to the data.

3 Variational inducing point Gaussian process classification

In the previous section, it was shown how GP can be applied to solve classification problems.
The computational complexity of GP for classification scales as O(n?) that makes this method
inapplicable to big data problems.

A number of approximate methods have been proposed in the literature for both GP-
regression and GP-classification [2-4]. In this paper, the methods based on the concept of
inducing inputs are considered. These methods construct an approximation based on the values
of the process at some m < n points. These points are referred to as inducing points. The idea
is the following. The hidden GP f corresponds to some smooth low-dimensional surface in R,
This surface can, in fact, be well approximated by another GP with properly chosen m training
points Z = (zy,...,2m,)" € R™ 4 and process values at that points u = (uy, ..., u,,)" (inducing
inputs). Then, predictions of this new process at training points are used for constructing
approximate posterior distribution for p(f |y, X). The positions Z of inducing inputs can be
learned within the training procedure. However, for simplicity, in the following, the dataset X
will be clusterized into m clusters using K-means and Z will be chosen to be the cluster centers.
In practice, it is observed that this approach works well almost in all the cases.

3.1 Evidence lower bound

In the following, a variational approach will be used for solving maximum evidence problem (6).
In this approach, an ELBO is introduced that is simpler to compute than the evidence itself.
Then, this lower bound is maximized with regard to kernel hyperparameters 6 and additional
variational parameters used for constructing the lower bound.

Let us consider the following augmented probabilistic model:

n

p(y, f,u| X, 2) = ply| Fip(f | X, 2) =[] pw: | f)p(f,u| X, Z). (7)

1=1

The graphical model for the model (7) is shown in Fig. 3. Note that marginalizing the model (7)
with regard to w gives the initial model (3).
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Figure 3 Gaussian process classification graphical model

Let us denote the covariance matrix comprised of pairwise values of the covariance func-
tion k(-, -) on the points Z by K(Z,Z) = K, € R™™. Similarly, let us define K,,
=K(X,X)eR"™ and K,,, = K(X,Z)=K, €R>",

As u and f are generated from the same GP with zero-mean prior:

p(f,u| X, Z)=N(fu]|[0,0], K([X, Z],[X, Z)));
p(u|Z) :N(u|0aKmm)§
p(flu,X,Z) = N(f| Kun K, u, K) (8)

where K = K nn — KK I ;;nK mn- In the following, for simplicity, the dependence on X and Z
will be omitted in all formulas. Note that here, optimization is not considered with regard to
these values.

Applying the standard variational lower bound (see, for example, [8]) to the augmented
model (7), one obtains the following inequality:

p(y,u, f)
q(u, f)

for any distribution ¢(w, f). This inequality becomes equality for the true posterior distribution
q(u, f) = p(u, f|y). Next, let us restrict the variational distribution g(u, f) to be of the form

q(u, f) = p(f | u)q(u) (9)

where q(u) = N(u|p,X) for some p € R™, ¥ € R™™ and p(f |u) is determined by (8).
This is the key approximation step in inducing points approach for GP. The chosen fam-
ily (9) subsumes that with large enough m, all information about the hidden process val-
ues f at training points can be successfully restored from the values u at inducing inputs, i.e.,
p(f lu,y) = p(f |u).

Form (9) of the variational distribution implies a Gaussian marginal distribution:

log p(y) = Equ,5) log = Eyu,p) logp(y | f) — KL (q(u, f)llp(u, f))

o(f) = / P(F |w)q(w) d = N (F | KK ot B+ Fo K1 (2 — K ) o K )
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As logp(y| f) depends on w only through f, the expectation

Egu.p) 08 p(y | £) = Eq(py logp(y | £) =D Eqip log p(yi | £:)

i=1
where ¢(f;) is the marginal distribution of ¢(f):
q(fi) = N (fi | ki K ot Kii + K] K 0 (3 — Ko K ki) = N (fi|ma, S) - (10)

and k; is the ¢th column of matrix K,,,.
Finally,

KL (q(w, f)llp(u, f)) = KL (¢(u)p(f | w)||p(w)p(f |u)) = KL (q(u)||p(u)) .

Combining everything back together, one obtains the ELBO:
logp(y) = Y Eqgr logpyi | fi) — KL (q(u)||p(w)) . (11)
i=1

Note that the KIL-divergence term in the lower bound (11) can be computed analytically
since it is a KL-divergence between two normal distributions. In order to compute the expec-
tations Eg(s,) log p(y; | f;), one has to use integral approximating techniques.

The ELBO (11) can be maximized with respect to variational parameters p, 3, and kernel
hyperparameters. Using the optimal distribution g(w), one can perform predictions for new
data point x, as follows:

p(f. ) = / D(f. | £)p(u, £ | y) dudf ~ / o(f. | . £)a(u, f) dudf
_ / p(f. | w £)p(F | wg(u) dudf = / p(f. | w)g(w) du.

The last integral is tractable since both terms p(f. | ) and g(u) are the normal distributions.

Note that in case of regression with Gaussian noise, the distributions p(y;| f;) are the
Gaussians and, thus, the expectations Ey,)log p(y; | f;) are tractable. Paper [6] suggests maxi-
mization of the lower bound (11) with respect to p, X, and covariance hyperparameters with
stochastic optimization techniques for GP-regression.

3.2 Stochastic Variational Inference method

In case of classification, one cannot analytically compute the expectations Eqy,)log p(y; | f;) in
the lower bound (11). However, the expectations are the one-dimensional Gaussian integrals
and can thus be effectively approximated with a range of techniques. In paper [7], Gauss—
Hermite quadratures are used for this purpose. Note that the lower bound (11) has the form
“sum over training objects.” Hence, this bound can be maximized using stochastic optimization
techniques. Paper [7] suggests to maximize the lower bound (11) with respect to the variational
parameters p, 3, and kernel hyperparameters 0 using stochastic optimization. This method is
referred to as svi (Stochastic Variational Inference) method. The lower bound (11) and all its
derivatives can be computed in O(nm? 4+ m?). This complexity has a linear dependence on n;
hence, svi method can be applied for the case of big training data.
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4 Tractable evidence lower bound for Gaussian process classification

In the previous section, the svi method has been described. It is based on stochastic optimiza-
tion of the lower bound (11) for marginal likelihood and the lower bound itself is computed in
O(nm?). But the bound depends on O(m?) parameters which makes the optimization problem
hard to solve when a big number of inducing points is needed.

For GP-regression, the situation is similar. Paper [6] describes a method analogical to the svi
method for classification. The only difference is that the lower bound becomes tractable in case
of regression. Then, the paper [5] tries to solve the problem of big O(m?) number of parameters
in the algorithm from [6] in the following way. In case of regression, the lower bound (11)
can be analytically optimized with respect to variational parameters g and 3. Doing so and
substituting the optimal values back into the lower bound, one can obtain a new lower bound
to the marginal likelihood that depends solely on kernel hyperparameters 6. This simplifies
the optimization problem by dramatically reducing the number of optimization parameters.
Unfortunately, this new bound does not have a form of “sum over objects;” hence, stochastic
optimization methods are no longer applicable here. However, in their experiments, the present
authors have found that even for fairly big datasets, the method from [5] outperforms [6] despite
the lack of stochastic optimization.

In the following subsection, an approach similar to the method of [5] is devised for the case
of classification. A tractable ELBO is provided and it is analytically maximized with respect to
variational parameters g and 3. Substituting the optimal values of these parameters back into
the lower bound, one obtains a new lower bound that depends only on kernel hyperparameters .

4.1 Global evidence lower bound

In order to derive a tractable lower bound for (11), let us seek a quadratic approximation to the
log-logistic function logp(y; | f;) = logo(y;f;) where logo(t) = —log(1 + exp(—t)). Paper [9]
provides a global parametric quadratic lower bound for this function:

&

logo(t) > b) +loga (&) — (ft)(t2 - Sf)a vt

t
~ 2
where (&) = tanh(&;)/(4&) and & € R is the parameter of the bound. This bound is tight
when #? = £2.

Substituting this bound back to (11) with separate values & = {&;|i = 1,...,n} for every
data point, one obtains a tractable lower bound:

log p(y) > ZEqm)logp(yAfi) — KL (gq(u)||p(w ZEqm log o(yifi) — KL (q(u)[|p(u))

n

>3 (B [losote) + 2275 - age 3—53)}) ~ KL g(u) Jp(w)

i=1
- Z <10g0 &) — 5 +A&)S ) + %MTK;@%KW:&/

—tr (A(g) (K + Kan;;n (2= Kom) Kt Ko
— 1K Ko A& K K it — KL (q(u)[p(w) = T (1, 3,€,0)
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where
AM&G) 0 e 0
ORI
0 0 - A&)

Differentiating J with respect to pu and ¥ and setting the derivatives to zero, one obtains:
2(8) = (2K K M) K Ky, + K ) ™ (12)

E) = SSEOK L Ky (13)

Substituting the optimal values of variational parameters back to the lower bound J and
omitting the terms not depending on 8 and &, one obtains a compact lower bound:

n

J(0.6) =) (1oga<si> —

1=1

i 1 .
+ Yiog K| — 2 10g | B| — t (A(g)f{)
B og | X mm, 5 0g r

where

B =2K, , A& K, + K.

In the following, three different methods will be considered for maximizing the lower
bound J(, £).

Note that given the values of p, 3, and 6, one can maximize J(u, X, €, @) with respect to &
analytically. The optimal values for £ are given by

& =Eyp fl =mi + S} (14)

The values m; and S; were defined in (10). In the first method, the analytical formulas (14)
are used to recompute the values of & and the gradient-based optimization is used to maximize
the bound with respect to 8. The pseudocode is given in Algorithm 1. Let us refer to this
method as vi-JJ where JJ stands for Jaakkola and Jordan, the authors of [9]. Note that the
computational complexity of one iteration of this method is O(nm?), the same as for the svi
method.

The second method uses gradient-based optimization to maximize J with respect to both 0
and €. Note that in this method, it is not necessary to recompute g and 3 at each iteration
which makes the methods iterations empirically faster for big values of m. Let us refer to this
method as vi-JJ-full.

Finally, vi-JJ-hybrid is a combination of the two methods described above. The general
scheme of this method is the same as vi-JJ. In the vi-JJ-hybrid method, analytical formulas
are used to recompute £ as is done in the vi-JJ method at stage 1 but at stage 2, gradient-
based optimization is used with respect to both € and 6. The virtues of this method will be
described in the experiments section.
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Algorithm 1 vi-JJ method
Input: nypd, Nun
Output: 0, p, X
w, <01
repeat
i, p 3
for j < 1,...,nua : // stage 1: updating p, X, £
M, S kIKL b Koy + kTK L (2 . Kmm) Klk, t=1,....n

m

e mi+ S t=1,...,n
P e (€).2(8)  //see(12), (13)
P 6 %, €
6 = minimize (J (-, £)>, method="L-BFGS-B’, maxfun=ny,, // stage 2: updating 6

until convergence

4.2 Tractable local approximation to the evidence lower bound

Another way to obtain a tractable approximation to the lower bound (11) is to use a local
quadratic approximation for the log-logistic function log p(y; | fi). In this way, let us perform
a second-order Taylor expansion of this function at points & = {&;|i=1,...,n}:

~ ¢, yi ey eWil) e
logp(yi|fi> ~ —log(1+exp(—y251))+ 1+eXp(yi€i) (fz 52) 2(1+eXp(yi€i))2 (fz gz) : (15>

The following derivation is analogical to the derivation in the previous section. Substituting
approximation (15) into the lower bound (11), one obtains

logp(y) = Z Eq(i) log p(yil fi) — KL (q(w)|p(u))

~ =Y log(1+ exp(—ui&)) + 9(&)" (Kun Kt — €)

i=1

Here, (&) is the diagonal matrix

V(&) 0
we-=| ° V&
00 &)
where
HE = yi exp(yi&i)

2(1 + exp(yi&i))?

Machine Learning and Data Analysis, 2017. Volume 3. Issue 1.



30 P. A. Izmailov and D. A. Kropotov

Differentiating the approximate bound with respect to p, 3, and £ and setting the deriva-
tives to zero, one obtains the following formulas for optimal values of these parameters:

35(6) = (2K, L Kon® (6 K KL + Kb) 7 (16)
(&) = B(OK, 0 K yv(€); (17)
fz' =m,;.

Here,

v(§) = p(§) +2W¥(£)¢

and ¢(&) is the vector composed of

Yi

L&) = 1+ eXp(yi&')‘

Substituting the optimal values for p and ¥ given by (16) and (17) back into the ap-
proximate bound and omiting the terms that do not depend on 6, one obtains the following
approximate lower bound:

Je = 50(&) KB K w(€) + 5 08| Kop| — 2 log|B| —or (REOK) (19

where
B =2K,,, V(&)K. + K n.

Note that the lower bound (18) is not a global lower bound for the log-evidence log p(y).
However, locally, a good approximation of the ELBO (11) has been got.

For maximizing the approximate lower bound (18), let us consider a method, analogical to
vi-JJ. In order to specify this method, let us simply substitute the bound .J (+,&) by J} in the
second stage in Algorithm 1. Let us refer to this method as vi-Taylor. The computational
complexity of one iteration of this method is, once again, O(nm?).

5 Experiments

In this section, the derived vi-JJ, vi-Taylor, vi-JJ-full, and vi-JJ-hybrid methods will
be empirically compared with svi. Below, the setting of the experiments is described and their
results are discussed.

5.1 Experimental setting

In the experiments, there have been compared 5 methods for variational inducing point GP-
classification:

— svi-AdaDelta uses the AdaDelta optimization method for maximization of the lower
bound (11) as it is done in paper [7];

— vi-JJ was described in subsection 4.1;

— vi-Taylor was described in subsection 4.2;

— vi-JJ-full was described in subsection 4.1; and

— vi-JJ-hybrid was described in subsection 4.1.

Also, the present authors have made an attempt to use deterministic L-BFGS-B optimiza-
tion method for maximizing ELBO (11), but it worked substantially worse than all the other
methods. Note that all the methods have the same complexity of epochs O(nm?). The table
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Methods outline

Method Numerical.ly optimized Analytical}y optimized
variables variables
svi-AdaDelta 0, u e R™ X e Rmxm
vi-JJ, vi-Taylor 0 pERT 3 e R™*X™ € R
vi-JJ-hybrid 0, R pueER™ I eR™M R
vi-JJ-full 0, cR” pnER™ 3 e RMXM

shows which variables are optimized numerically and which are optimized analytically for each
method.

In the present experiments, the lower bound was not optimized with respect to the posi-
tions Z of the inducing points. Instead, K-means clustering procedure with K equal to the
number m of inducing inputs was used and clusters centers were taken as Z. Also, the squared
exponential covariance function (see section 2) was used in all experiments with a Gaussian
noise term.

The stochastic method svi-AdaDelta requires the user to manually specify the learning
rate and the batch size for the optimization method. For the former, it was necessary to run
the method with different learning rates and to choose the value that resulted in the fastest
convergence. The learning rates have been used from a fixed grid with a step of 0.1. It always
happened that for the largest value from the grid, the method diverged and for the smallest,
the method converged slower than for some medium value, verifying that the optimal learning
rate was somewhere in the range. To choose the batch size, the following convention was used.
For small german and svmguide datasets, the batch size was set to 50. For other datasets,
approximately n/100 was used as the batch size where n is the size of the training set.

For the vi-JJ, vi-Taylor, and vi-JJ-hybrid in all of the experiments on every itera-
tion, the values of &, p, and ¥ were recomputed three times (nypa = 3 in Algorithm 1). To
tune 0, on every iteration, L-BFGS-B optimization method was run constrained to do not more
than 5 evaluations of the lower bound and its gradient. It was found that these values of the
parameters work well for all the experimented datasets.

For the svi-AdaDelta method, optimization with regard to Cholesky factor of the matrix ¥
was used to maintain its positive definiteness as described in [7]. AdaDelta optimization method
implementation from the climin toolbox [10] was used as is done in the original paper.

For every dataset, the present authors experimented with a number of inducing points to
verify that the results of the methods are close to the optimal.

The methods were evaluated plotting the accuracy of their predictions on the test data
against time. All of the plots have the titles of the following format:

[name of the dataset], n = [number of objects in the training set],

d = [number of features|, m = [number of inducing inputs].

Also, all the datasets have been preprocessed by normalizing the features setting the mean
of all features to 0 and the variance to 1. For datasets without available test data, 20% of the
data have been used as a test set and 80% as a train set.

5.2 Results and discussion

The methods’ performance was compared on 7 datasets. Here, the results are discussed.
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Figure 4 Methods performance on small datasets

Figure 4 provides the results for german nd svmguide datasets. As one can see, on the small
german dataset, the stochastic svi-AdaDelta method struggles and it takes it longer to achieve
the optimal quality than for all the other methods which show similar results. On the svmguide
dataset, it takes vi-JJ-full and svi-AdaDelta a little bit longer to converge, while the other
three methods show roughly the same performance.

The results on magic telescope and ijcnn datasets are provided in Fig. 5. On the magic tele-
scope dataset, vi-JJ and vi-Taylor show poor quality on the first iterations but still manage to
converge faster than svi-AdaDelta. On both datasets, the vi-JJ-hybrid method works similar
to vi-JJ and vi-Taylor but shows better quality on the first iterations on the magic telescope
data. The method vi-JJ-full cannot converge to a reasonable quality on both datasets.
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Figure 6 Methods performance on big datasets

Figure 6 provides the results on big cod-rna and skin_nonskin datasets. On these datasets,
vi-JJ-full once again fails to achieve a reasonable quality, while the other methods work
similarly.

Finally, the results on a8a data are provided in Fig. 7. Here, a rather big amount of m = 500
inducing inputs were used. As one can see, vi-JJ-full and vi-JJ-hybrid are the fastest to
achieve the optimal quality. The svi-AdaDelta method also converges reasonably fast, while
vi-JJ and vi-Taylor struggle a little bit.

In general, the vi-JJ, vi-Taylor, and vi-JJ-hybrid methods perform similar to the
svi-AdaDelta method. On the big dataset skin_nonskin with only three features, vi-JJ-hybrid
is a little bit slower than the stochastic svi-AdaDelta method but on all other datasets, it is
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Figure 7 Methods performance on the a8a dataset
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better. The vi-Taylor and vi-JJ methods struggle with a8a but are, otherwise, comparable
to vi-JJ-hybrid. The stochastic svi-AdaDelta method performs poorly on small datasets
and even on the big skin_nonskin data does not manage to substantially outperform the other
methods, even provided a good value of the learning rate. Finally, vi-JJ-full works well on
small data and on the a8a but on all other datasets, it does not manage to achieve a reasonable
quality:.

6 Concluding remarks

In this paper, a new approach to training variational inducing input GP classification is pre-
sented. Two new tractable ELBO are derived and several ways to maximize them are described.
The resulting methods vi-JJ, vi-JJ-full, vi-JJ-hybrid, and vi-Taylor are similar to the
method of [5] for GP-regression.

An experimental comparison of the suggested methods with the current state-of-the-art
method svi-AdaDelta of [7] is provided. In experimental setting, the present approach proved
to be more practical as it converges to the optimal quality as fast as the svi-AdaDelta method
without requiring the user to manually choose the parameters of the optimization method.

The four described vi methods showed similar performance and it is hard to distinguish
them. However, note that the vi-Taylor approach is more general and can be applied to
the likelihood functions that are not logistic. Also, a method, similar to vi-JJ-hybrid and
vi-JJ-full for the nonlogistic case, can be easily derived but it is out of the scope of this
paper.
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BricTperit MeTo1 00ydeHMsT MOJETN TayCCOBCKUX ITPOIIECCOB Il 3a71a1 KIaCCU(DUKAIN 35

[Ipemaraercss HOBBIN MOAXOM K HACTPOWKE MOJIEJEH TrayCCOBCKUX IIPOIECCOB LI 3aJ1a9
kraccudukanuy. CTaHIapTHBIe METOIB I TAHHOI 3a1a41 HMeIoT cioxknocth O(n3), roe n —
pa3mep obyuaroreit BIOOpKH. JlamHoe 00CTOSITEIECTBO HE TO3BOJIAET IPUMEHATDH 3TU METOIbI
K 3a7a4aM ¢ O60JIbIINM 00beMOM JAHHBLIX. B CBI3U ¢ 9TUM B JIATEpaType ObLI IMPEIIoKeH Psii
OJIXO/I0B, OCHOBAHHBIX Ha MCIIOJIH30BAHUU TakK HA3BIBAEMBIX BCIIOMOTaTe bHbIX Touek (inducing
inputs). V3HayajibHO Takue METOJbI UCIIOJIB30BAINCH JIJIS 33J[a9i PErPecCud, HO B HeJaBHEil
pabore Xencmana ¢ kosteramu (2015 1.) 110706HBII MeTos ObLI pazpaboTaH Jyist 3a71ad KJac-
cudukanuu. B 3ToM Merone ucmosb3yeTrcsd IviobaJibHas HUXKHsIsT OIEHKa Ha IIpaBJoIomobue,
KOTOPasi MAKCUMHU3UPYETCs TI0 IMapaMeTpaM rayCCOBCKOTO MPOIECCa U MO JOMOJHUTEIbHBIM Ba-
PHAIIMOHHBIM ITapaMeTpaM C IOMOIIBIO CTOXACTUIECKONR ONTUMU3AINN. BhIYucanTebHast CI0XK-
HOCTB JIAHHOTO MeTozia cocrasisger O(nm?), rae m — YmuciIo BCHOMOTaTeIbHLIX TOYEK, KOTOPOe
OOBIYHO CYIIECTBEHHO MeHbIIe, deM 1. OIHAKO THCJIO IEPEMEHHBIX B OINTUMUBAIMHA COCTABJISIET
O(m?), uTo Jenaer 3a1ady IOMCKA ONTHMAJBHBIX IAPAMETPOB BEChMa, CIOKHOM IIPH GOJIBIIHX
sHadenusgx m. llpeaiaraiorcst aBe HOBBIE OIEHKH HA MAapPrUHAJIbLHOE IIPaBIOIOI00He B MOISIN
ayCCOBCKUX IIPOIIECCOB CO BCIOMOIaTEIbHBIMI TOYKAME JIJIsl 337189 KJIACCH(DUKAIIIN, & TaK>Ke
HECKOJIbKO METOJOB JIjIs WX ONTHMHU3AIMU. B HOBBIX OIEHKAX KOJUIECTBO UUCJIEHHO OITHMU-
3UPYEMBIX IIEPEMEHHBIX HE 3aBUCHUT OT YUCJIa BCIIOMOTaTebHBIX TOYeK m. B pesysibrare HOBbIE
MIPOIEIyPhl 00y YIeHUsT CTAHOBATCA dMPEKTUBHBIMU IS IIIHPOKOTO IHAIA30Ha IapaMeTPOB 7
u m. KpoMme Toro, B ommdme OT CTOXaCTHYECKOI'O METOa M3 CTATbU XEHCM3HA C KOJLJIETaMU
(2015 1.), HOBBIE TPOIEYPHI He TPEOYIOT HACTPOWKH IIApAMETPOB I0JIb30BaTEeM. DTO 3HAUN-
TeJbHO 00JIerdaeT MCIIOJIb30BaHNe HOBLIX METOJOB Ha IpakTuke. 11poBe/ieHHbIE SKCIEPUMEHTHI
[TOKA3bIBAIOT, YTO HOBBIE METOJBI JEMOHCTPUPYIOT CPABHIMOE HJIU JIydIllee KadeCcTBO 110 CpaB-
HEHUIO ¢ MeTOJIOM u3 paborhl XeHcMaHa ¢ Kouteramu (2015 r.).

KiroueBbie cJjioBa: zayccosckull npouece; kaaccudurarus; bosvuwue darHvie; batiecosckull
BAPUAUUOHHVIT 8VIGOT; ONMUMUSAUUA
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