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The method for neuron detection on Nissl-stained brain slice images is proposed. The method

uses textural features of neurons extracted from 4 GLC-matrices. The method includes the
following steps: image preprocessing, kNN classification by the textural features and Meanshift
clustering of neuron pixels. Preprocessing includes the following steps: grayscale conversion,
histogram equalization, histogram quantization. Gray conversion by blue component gives the
best result. It is shown that using 2-,4- bin histogram gives close detection quality with 8-bin
histogram (F'1 = 0,83..0,85). For pixel classification kNN algorithm was used. The results
demonstrate that kNN is better choice for current task in comparing with NBC. The reached
detection quality for given approach is precision = 0,82, recall = 0,92, F1 = 0, 86. Is is shown
that our results are near the same or some better in recall characteristic in comparing with
other neuron detection method. In our future work we’ll prolong this investigation for great
volume of dataset and special dataset for important diseases.
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1 Introduction

The study of the brain begins with optical microscopy and Nissl staining leads in it. For
processing of Nissl-stained cerebral cortex images the following problems are solved: detection
of borders for cortex layers; detection and classification of neurons, statistics collection of
neuron and astrocytes locations. Usually such tasks are solved by expert in neuromorphology.
Currently, there are solutions (including artificial intelligence methods) in automatization of
morphological analysis for Nissl-stained brain slice images [1]. In the same time there are many
unresolved issues.

In this paper we consider the problem of automating the detection of neurons. The choice of
the method of solving the problem depends on two factors: the distinctness of the characteristics
of neurons as objects of the image; quality and quantity of training data marked by an expert.
From the point of view of the distinctive features, there are the following problems: 1) neurons
of the brain are different both in type and form; 2) the sizes of neurons in one image may differ
by more than 2 times; 3) images of bodies of neurons are often overlapped; 4) images of bodies
of neurons can have a low contrast with the background; 5) images of neurons of the same type
can have significant differences in the histogram; 6) images of neurons can have ”voids”inside
their bodies.

From the point of view of the quality of solving problems of detection and classification
by methods of machine learning, the best option is the large size of the training base, when
significant resources are spent on qualitative marking of objects (tens to hundreds of complex
objects, thousands of simple ones). In this case, various variants of deep learning [2] or complex
methods of traditional machine learning [1] are often used today to solve the detection tasks.
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In Fig.1 an example of marking neurons is shown on a small fragment of the image of a Nissl-
stained brain slice. You can consider this example as an example of markup of simple objects.

However, in all cases of working with images, texture attributes (features) are very useful.
The reasons for the utility are several, the most important are the following: 1) the possibility
of formalizing the description of the structure of the image; 2) the possibility of a hierarchical
(multiscale) application of the description; 3) the possibility of independent parallel processing;
4) the ability to work with three-dimensional images. For acquaintance with surveys on texture
analysis methods before 2004 may be used [3].
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Figure 1 Dataset examples

A special place in a number of methods of texture analysis occupies the GLCM (Gray Level
Co-Occurrence Matrice) method, which began in 1973 [4]. The effectiveness of the method
is due primarily to the fact that the GLC-matrix is able to explicitly fix a certain specificity
of the image. And then to construct from N*N matrix elements a small number of clear,
informative and structurally-oriented scalar characteristics: 1) maximum probability entry; 2)
element difference moment of order k; 3) contrast; 4) entropy; 5) uniformity; 6) homogeneity.
The most popular values of N in the practice of applying the method are apparently N equal
to 8 and 16, and the sizes of the image fragments are from 30x30 to 50x50. Due to its qualities,
the method is implemented in the Matlab mathematical environment, it has become one of the
basic function for image processing in remote sensing of the Earth [5].

In the last decade publication 2012 [6] it is shown that the use of GLCM trace in texture
analysis can be used as a feature, and in combination with Haralick features provides better
results. It is shown that trace extracted from three dimensional images is also can be used.

The method proposed in [7] uses already 16 different features extracted from GLCM to
capture the textures information. It can classify textures at varying orientations, scales and
regions with similar textures, and successfully discriminates textures which have similar inten-
sity values. False positive regions are removed using morphology. The evaluation includes more
than 80 Brodatz textures.
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In publication [8] it is convincingly shown that using parameter distance d = 1 for construc-
tion of co-occurrence matrix (GLCM) can get better results than using d = 2. Using 6 = 0°
show comparable results for GLCM processing with § = 90°. It is concluded that the use of
Sobel edge-detector operator together with GLCM prove to be an effective method to quantify
the surface texture of an image.

Today, the GLCM method is widely used in the diagnosis of the brain according to MRI.
A typical example of this is the publication [9], in which the important features were extracted
with the GLCM algorithm. Then the feature set is classified into three types of stroke using
support vector machine (SVM) classifier. The lesion area was segmented with accuracy of
90.23%, which is higher than previes method having accuracy of 87.34

However, the promotion of GLCM did not reach the task of neuron detection from Nissl-
stained brain slice images. This is what we consider as the task of this work. As a guideline
for comparing the our results obtained for optical microscopy with Nissl-stained brain slices we
will consider the 2008 year publication [1]. The algorithm steps of this article involve active
contour segmentation to find outlines of potential neuron cell bodies followed by artificial neural
network training using such segmentation properties as size, optical density, gyration, etc. The
algorithm positively identifies 86 4+ 5% neurons on a given set of Nissl-stained images, whereas
semi-automatic methods obtain 80 £ 7%.

2 Train Dataset

Manual marking is used for prepating of train dataset. Example of train image one can see
of 1(b). Green pixels can be neuron center pixels (class 1). Red and blue pixels are not pixels of
neuron centers (class 0). Train dataset consists from texture future of colored pixels by source
image using proposed method.

3 Proposed Solution

The proposed solution consists of the following steps: image preprocessing, texture feature
extraction, pixel classification and pixel clusterization. Preprocessing step is convertation from
color image to gray image.

In proposed method image preprocessing consists of three steps: gray transformation, his-
togram equalization and histogram quantization. Four methods of conversion (transformation)
are used: luminance, blue component, red component, maximum from component. Histogram
equalization is used to improve the image tone distribution. Histogram quantization is used to
reduce image size for our CUDA-realization [10]. To reduce execution time calculations of tex-
ture features are performed on GPU. There is limit of private memory for every CUDA-process.
This is why it’s needed to quantize histogram to reduce required local memory size.

The Gray Level Coocurrence Matrix (GLCM) method is used for feature extraction [4].
GLCM is used for extraction of second order statistical texture. This method is invariant to
rotation and resizing of objects. Texture features are calculated for every pixel of test image.
Every pixel feature is 4-component vector based on statistical characteristics of pixel GLCMs.

For pixel classification k nearest neighbors (kNN) algorithm is used. In the

On the step of pixel clusterization only pixels of neuron class are considered. For clus-
terization Mean shift algorithm with simple filtering is used [11]. Cluster centers are neuron
centers.

3.1 Preprocessing

Image is matrix M * N. Open-source Nissl-stained images can be ones of two groups: color
image and gray image. It’s often case if source image is color image. For such image every
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pixel is vector of three components: blue, red and green I(z,y) = (B, G, R). For general case
we process gray-scale images only. For this it’s necessary to convert color image to gray image
G(z,y). There are different ways to do it [12]. We use the following formulas:

Yiuminance = 0.3 % B4+ 0.59 x G + 0.11 x R,

Yiwe = B, Yiea = R, Yiyae = max(B, G, R).

Yiuminance 18 used as the most universal formula. On the 1(a) one can see that the basic color of
this image is violet. It means that there is big blue and red components. This is why Yiue,Yred
and Y,,., were used. The results of gray transformations you can see on the fig:figureGray.
Histogram Hpye (i) of gray image Gyye (result of conversion using Yy,.) one can see on the 3(a).
To align distribution of G(z,y) histogram equalization is used [?]. The result G.,(x,y) of the
equalization can be calculated using the following formulas:

MN 0,if G(a,y) # i;

=0 y=0

1 M““{uf(; y) = i;

Geg(w,y) = Heg(I(2,y)) * 255

Result of histogram equalization for Gy.(x,y) one can see on the fig:figureHistogram(b). Let’s
suppose that it’s needed reduce size of histogram unique numbers from [0..255] to [0..Gprax]-
The following quantization formula is used:

Geq(a7a Y)

una(x7 y) - GMAX

: & :
(a) Yluminance (b) YE)lue (C) Y;"ed (d) Ymaz‘

Figure 2 Gray transformations
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Figure 3 Histogram equalization results

3.2 Feature extraction

In this paper GLCM texture features were used for feature extraction. Every pixel of G(z,y)
is described by 4-component vector of features. This components is statistical features of
GLCM’s. An occurrence of some gray-level configuration can be described by a matrix of
relative frequencies Py 4(G1, G2). It describes how frequently two pixels with gray-levels Gy, Go
appear in the window separated by a distance d in direction . The information is extracted
from the co-occurrence matrix that measures second-order image statistics. Every direction is
describe using the following formulas:

N-1N-1
Lif Gua(z,y) = Grand Gz + 0 % d,y + 0 x d) = Go;

0, otherwise.
=0 y=0

Grmax—1Gpax—1

Z Z Pya(G1,G2)
im0  Ga2=0

Py 4(Gy,Gs)

Np
It’s considered N * N-window of (z,y)-pixel neighbors. Here N = 2% R+ 1, R - radius of pixel
neighborhood. It’s considered 0°-,45°-, 90°-, 135°-directions. In pixel coordinate space it looks

Py a(Gy,Gs) =
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s (0,1), (1,1), (1,0), (0, —1) vectors. It means that 4 GLC matrixes are used (for 4 direcions
and d = 1) for feature calculation. The following statistical characteristics are calculated by
P97d([1, Ig) [4]
angular second moment (homogeneity),

Guax—1Gpmax—1

ASMy 4 = Z Z Py.a(Gy,Go)?

G1=0 G2=0

contrast,
Guax—1Gpax—1
CONTQ@ = Z Z P97d(G1, Gg) * (Gl — G2)2
G1=0 Go=0
correlation,

Guax—1Gpax—1
Z Z G % Gy * Py g(G1,Ga) — plo *
CORQd — ( ) Y
Oy * Oy
G1=0 G2=0

Gumax—1Gpmax—1

Wy = Z Z G1 * P@}d

G1=0 Go=0

Guax—1Gpax—1

My = Z Z GQ*PG,d

G1=0 G2=0

Guax—1 Gmax—1
Oy = E Gl—um E Gi1*x Pyq
G1=0 G2=0
Gauax—1 G]\/IAX 1
Oy = E (G2 — pg)? E G1* Pygq
G2=0 G1=0

inverse difference moment (local homogeneity)

Guax—1Gpax—1

IDMpg= Y Z Gy % Py a(Gy,Gy).
2

G1=0 G2=0

STya = [ASMyq, CONTy 4, CORp 4, IDMy 4] is vector of statistical characteristics for every
direction 6. The feature vector for current pixel is calculated as:

1
STd - Z_l ; STe,d

3.3 Pixel classification

For every pixel of image feature vector is calculated by GLCM. Using k nearest neighbors
(kNN) [13]. The pixel is classified as neuron pixel or non-neuron pixel. Method kNN is one
of the most intuitive classification algorithms. Since We use the feature vectors. In the kNN
procedure Euclidean distance is calculated from feature vector of current pixel to every feature
vector of train base. After that only K nearest test vectors are considered. The class of the
current pixel is class which owns the most cout of nearest train feature vectors.
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3.4 Pixel clusterization

This is a calculation of the cluster centers as the mass center for the pixels which were classified
as "neuron” (x,y) of the radius R,,s. In this paper R,,; = 5. Meanshift clusterization algorithm
with simple filtration is used for neuron centers detection. It consists from the following steps:
For every pixel:

1. Calculate density

xJFE:RmS y%’“ {1 if 1(7,7) is neuron;

0, otherwise
i=xr— Rms] =Yy— Rms

1 : )
k(o) — | K ) i K(r9) > T
0, otherwise

2. Calculate mass center (vector of two components):

T+ Rms Runs - ..
e Dy K (1) % [, ]

R R R
S S K (i)

m(x,y) =

3. Calculate mean shift as distance dist between m(x,y) and (z,y). If dist > ¢ then (z,y) =
= mc(z,y) and repeat all steps. Otherwise, go to next pixel.

4 Quality detection metrics

The following numbers are calculated: the number of correct detections of neuron centers
(T'P, true positive), the number of false detections of neuron centers (F'P, false positive) and
the number of undetected centers of neurons (F'N, false negative)e test base. The following
estimates of the detection quality are used:

TP
Recall = ——
N =TPIFEN
Prosisior TP
rectsion — TP + FP

Pl 2 x Recall * Precision

Recall + Precision

To determine TP, FFP and F'N the following procedure is used for detected centers ¢; and
neuron centers m;.
1. TP=0,FP=0, FN =0.
2. For every detected center ¢;:
() Find the nearest my.,, for every c;.
() If [|mnear — ¢il|* < Race, then TP = TP + 1 and remove ¢; and My, from searching.
Otherwise FP=FP +1
3. For every ¢; for which m,,c., wasn’t found FN = FN + 1
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Figure 4 Detection results
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Figure 5 Detection quality dependence from histogram bin number (a) and k& number in kNN method

5 Results

Set of experiments was developed to test detection quality. In our experiments R,.. = 10,
R, =05 T, = NZN, N =2xR+1, R = [5..12]. kNN realizatin from OpenCV library was
used [14]. Detection result dependence from choice of gray transformation algorithm one can
see on 4(a-d). Dark green pixels are neuron pixels after classification step. In this experiment
kNN algorithm was used and k& = 31. Quality characteristics are demonstrated on 4(e-g). One
can see that gray filtering using blue color channel gives the best result. In the next tests this
transformation was used. On the 4(h) comparison detection qualities with kNN and normal
bayes classificator (NBC) in OpenCV realization. K = 31 kNN fives better result.

Dependence detection quality from K is demonstrated on 5(b). In this test R = 6. In our
tests K > 15 doesn’t give increasing quality of detection. Dependence detection quality from K
is demonstrated on 5(b). In this test R = 6. The best quality is Recall=0,82, Precision=0,92,
F1=0,86. In our tests K > 15 doesn’t give increasing of detection quality.On the 5(a) one can
see dependence detection quality from used number of histogram bins. It should be noticed
that in R = 6 the qualities of detection are very close to each other.

6 Concluding Remarks

The method for neuron detection based on texture features constructed via GLCM was
developed. The method includes the following steps: image preprocessing, pixel classification,
pixel clusterization.

Different transformations to grayscale were applied and studied. It is noticed that gray
convertation by blue component gives the best result. It is shown that using 2-,4- bin his-
togram gives close detection quality with 8-bin histogram (F'1 = 0, 83..0,85). 2-bin histogram
is histogram of binary image. Binarization algorithms should be studied for preprocessing step.
Also GLCM texture features calculations for 16-bin histogram should be developed. Perhaps,
it’ll give better result.

For pixel classification kNN algorithm was used. It’s simple and powerfull algorithm for
classification in medical problems. The results demonstrate that kNN is better choice for
current task in comparing with NBC. For pixel clusterization we used Meanshift algorithm.

The best detection quality for given approach is preciston = 0,82, recall = 0,92, F1 =
= 0,86. From [1] it is known recall characteristic (A): A = 86 &+ 5% neuron with 15 + 8% error
(mean+SD) on their datasets. Our result is some better in recall.

In our future work we’ll prolong this investigation for great volume of dataset and special
dataset for important diseases.
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GLCM, kNN and Meanshift B 3apa4e getektupoBaHus
HEepPOHOB MO N300pa>keHUsIM Cpe30B MO3ra, OKpalleHHbIX

no Huccnro

C. A. Hocosa, B. E. Typaanos
svetlana.nosova@itmm.unn.ru; vadim.turlapov@gmail.com
Huxxeropospckuii rocynapcersennbiit yuusepcurer um. H.M. Jlobagesckoro

Pazpaboran meron obHapyXKeHuWs HEHPOHOB HA M300PAKEHUSX CPE30B MO3Tra, OKPAIIEH-
ubix 10 Huccmro. MeTo1 uctosib3yer TeKCTypHBIE TPU3HAKHA HEHPOHOB, IOCTPOEHHBIE Ha, OCHOBE
4x marpur B3auMmoii Berpedaemoctun (GLCM). Meron Britouaer B cebsi CIIe/IyIONAe STAIbL:
pesobpaboTKa M300parKeHni, KIacCUpPUKAIdsd MHKCEeJIel M0 TEKCTYPHBIM MPU3HAKAM aJjiro-
purMmoM kNN u kiracrepusanust mukceseil neiiponos ajiropurmoMm Meanshift. I1pemobpaborka,
BKJIIOYAET B cebs CJIeJyIOIIHe Iaru: KOHBepTaIlusi B OTTEHKU CEPOro, BhIPDABHUBAHUE T'HCTO-
rpaMMbl, KBAHTOBAHUE T'MCTOrpaMMbl. [IpuMeHeHbI U M3yYeHbl Pa3jIudHble CIIOCOOLI ITpeodpa-
30BaHUs [BETHOTO U300pakeHust B OTTeHKU ceporo. Haumydmmii pe3ysibrar jjaeT npeobpasoBa-
HUE 110 CHHell KOMIIOHeHTe IBeTa. [loKka3aHo, 9TO MCIOIb30BaHNEe KBAHTOBAHUS THCTOTPAMMBI
Ha 2 u 4 GuHa jaer GJIM3KOE KAvecTBO JETeKTUPOBaHUs C KBaHTOBaHWMeM Ha 8 6uH (F'1
= 0, 83..0,85). Pesynbrarsr nokasbisaior, uro KNN siBisiercst jrydmmm BoIGOPOM JIJIst TEKyIIed
3ajtadn Kiaccudukannu mo cpasaenuto ¢ NBC. Harmr ajropurM obecrieunBaer ciemyronee Ka-
9ecTBO jieTeKTupoBanus:precision = 0,82;recall = 0,92; F1 = 0,86. IIpemjioxkenuniit MmeTo/1
roKa3a JIydInii pe3yabTaT 10 CPaBHEHUIO ¢ aHajoramu. llmanupyercs IpomoiKUTDh UCCACIO0-
BaHUs Ha PACIIUPEHHOM HabOPe JAHHBIX U JAHHBIX C COIUAJBHOZHAYUMBIMU 3200/ I€BAHUSIMUI
MO3ra.
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