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The problem of existence of soliton solutions (solutions of the traveling wave type) for the
Korteweg-de Vries equation with a polynomial potential is considered on the basis of the
approach within which the presence of a one-to-one correspondence of such solutions with
solutions of the induced functional differential equation of pointwise type is demonstrated.
On this path, conditions for the existence and uniqueness of solutions of the traveling wave
type, with the growth restrictions both in time and in space, arise. It is very important
that the conditions for the existence of a traveling wave solution are formed in terms of the
right-hand side of the equation and the characteristics of the traveling wave, without using
either the linearization and spectral properties of the corresponding equation in variations.
Conditions for the existence of periodic soliton solutions are considered separately, and the
possibility of transition from systems with a quasilinear potential to systems with a polynomial
potential with conservation of corresponding existence theorems is demonstrated. Numerical
implementation of such solutions is given.
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1 Introduction
For equations of mathematical physics, which are the Euler-Lagrange equation of the corre-
sponding variational problems, an important class of solutions are soliton solutions [1, 2]. In a
number of models, such solutions are well approximated by soliton solutions for finite-difference
analogues of the initial equations, which, in place of a continuous environment, describe the
interaction of clumps of a environment placed at the vertices of the lattice [1,3]. Emerging sys-
tems belong to the class of infinite-dimensional dynamical systems. The most widely considered
classes of such problems are infinite systems with Frenkel-Kontorova potentials (periodic and
slowly growing potentials) and Fermi-Pasta-Ulam (potentials of exponential growth), a broad
survey of which is given in the paper [4].

The study of soliton solutions (solutions of the traveling wave) is based on the existence of a
one-to-one correspondence between soliton solutions for infinite-dimensional dynamical systems
and solutions of induced functional differential equations of pointwise type (FDEPT) [5] (in case
of the quasilinear right-hand side of the functional differential equation). In fact, the described
connection between solutions of the traveling wave type of the infinite-dimensional dynamical
system and solutions of the induced FDEPT is a fragment of a more general scheme that goes
beyond the scope of this article. Periodic soliton solutions of an infinite-dimensional dynamical
system form an important class of solutions for both quasilinear and polynomial potentials.

*The reported study was partially supported by Russian Science Foundation, Project 17-71-10116. Also this
work was partially funded by RFBR according to the research project 16-01-00110 A.
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It is important that the investigation of soliton solutions of an infinite-dimensional dynamical
system is equivalent to the investigation of solutions of an induced FDEPT.

Another class of problems is related to the study of soliton solutions for equations of math-
ematical physics without using finitedifference analogs. At the same time, the potentials can
have lags in time. In this case, the induced equation for traveling waves also turns out to be a
FDEPT.

For both classes of problems, the existence and uniqueness theorem for a solution of an
induced FDEPT [5] guarantees the existence and uniqueness of a soliton solution with given
initial values for systems with quasilinear potential. Moreover, for systems with a quasilin-
ear potential, one can formulate the conditions for the existence of a periodic solution. The
formulated conditions, as well as the estimate of the radius of the ball in which the solution
is contained, are given in terms of the characteristics of the right-hand side of the induced
FDEPT: the Lipschitz constant, the deviation of the argument, and the characteristic of the
traveling wave. It is very important that such conditions do not use information about the
spectral properties of the linearized equation (equations in variations) that essentially simpli-
fies their verification. A system with a polynomial potential can be redefined by changing the
potential outside a given ball, so that the emerging potential turns out to be quasilinear. If a
guaranteed periodic soliton solution for such an overdetermined system lies in the ball outside
which the potential is redefined, then we obtain the conditions for the existence of a periodic
soliton solution for the initial system with a polynomial potential. Another important task is
the numerical realization of periodic soliton solutions for systems with a polynomial potential,
which has been successfully solved.

2 Functional differential equations of pointwise type
The theory of functional differential equations developed in the works of many authors, among
which it is necessary to single out the works of Myshkis, Bellman, Kato, Krasovsky, Krasnosel-
sky, Sharkovsky, Hale, Varga, and others. We consider a functional differential equation of
pointwise type

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑞1(𝑡), . . . , 𝑥(𝑞𝑠(𝑡))), 𝑡 ∈ 𝐵𝑅, (1)

where 𝑓 : R×R𝑛𝑠 −→ R𝑛 — mapping of the 𝐶(0) class; 𝑞𝑗(·), 𝑗 = 1, . . . , 𝑠 — homeomorphisms
of the line preserving orientation; 𝐵𝑅 is either closed interval [𝑡0, 𝑡1] or closed half-line [𝑡0,+∞[
or line R.

The FDEPT under consideration:

– is an ordinary differential equation if 𝑞𝑗(𝑡) ≡ 𝑡, 𝑗 = 1, . . . , 𝑠;
– is an equation with pure delays if 𝑞𝑗(𝑡) 6 𝑡, 𝑗 = 1, . . . , 𝑠;
– is an equation with pure advances if 𝑞𝑗(𝑡) > 𝑡, 𝑗 = 1, . . . , 𝑠.

The functions [𝑞𝑗(𝑡)− 𝑡], 𝑗 = 1, . . . , 𝑠 are called deviations of the argument. Using time replace-
ment, we can always achieve the condition

ℎ = max
𝑖∈{1,...,𝑠}

ℎ𝑗 < +∞, ℎ𝑗 = sup
𝑡∈R

|𝑞𝑗(𝑡) − 𝑡|, 𝑗 = 1, . . . , 𝑠

for deviations of the argument. It is obvious that such a replacement of time can change the
growth character of the right-hand side of the equation with respect to the time variable.

The approach proposed for the study of such equations is based on a formalism whose
central element is the construction using a finitely generated group

𝑄 =< 𝑞1, . . . , 𝑞𝑠 >
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of homeomorphisms of the line (the group operation in such a group is the superposition of
two homeomorphisms). The type of functional-differential equations considered here is rather
wide and, in particular, describes traveling-wave solutions (soliton solutions) for finite-difference
analogues of the equations of mathematical physics. At the same time, the use of the specifics
of such a class of equations related to group features makes it possible to obtain advanced
results for them and also to establish obstacles that prevent such equations from inheriting the
remarkable properties of solutions of ordinary differential equations.

Definition 1. An absolutely continuous function 𝑥(·) defined on R is called a solution of the
equation (1) if for almost all 𝑡 ∈ 𝐵𝑅 the function 𝑥(·) satisfies this equation. If, in addition,
𝑥(·) ∈ 𝐶(𝑘)(R,R𝑛), 𝑘 = 0, 1, . . . then this solution is called a solution of the class 𝐶(𝑘).

2.1 Existence and uniqueness of a solution for the initial-boundary value problem

The main goal in the study of such differential equations is the investigation of the initial-
boundary value problem

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑞1(𝑡), . . . , 𝑥(𝑞𝑠(𝑡))), 𝑡 ∈ 𝐵𝑅, (2)

𝑥̇(𝑡) = 𝜙(𝑡), 𝑡 ∈ R∖𝐵𝑅, 𝜙(·) ∈ 𝐿∞(R,R𝑛), (3)

𝑥(𝑡) = 𝑥̄, 𝑡 ∈ R, 𝑥̄ ∈ R𝑛, (4)

which we will call the basic initial-boundary value problem. In a general situation, when 𝑡 ̸=
= 𝑡0, 𝑡1, or deviations of the argument are arbitrary, we have a problem with non-local initial-
boundary conditions.

If there is no deviation of the argument (𝑞𝑗(𝑡) ≡ 𝑡, 𝑗 = 1, . . . , 𝑠), the boundary value problem
becomes the Cauchy problem for the ordinary differential equation.

If 𝐵𝑅 = [𝑡0, 𝑡1] or 𝐵𝑅 = [𝑡0,+∞[, then for 𝑡 = 𝑡0 and for an equation with delays (𝑞𝑗(𝑡) 6
𝑡, 𝑗 = 1, . . . , 𝑠), or for 𝑡 = 𝑡1 and for an equation with advances (𝑞𝑗(𝑡) > 𝑡, 𝑗 = 1, . . . , 𝑠), the
boundary value problem is transformed into the well-known formulation of the initial problem
for an equation with delays or advances in the argument. It is important that in the noted
cases, the problem under consideration has initial-boundary conditions of local type.

Let’s define a Banach space of functions 𝑥(·) with weights

ℒ𝑛
𝜇𝐶

(𝑘)(R) =

{︂
𝑥(·) : 𝑥(·) ∈ 𝐶(𝑘) (R,R𝑛) , max

06𝑟6𝑘
sup
𝑡∈R

‖𝑥(𝑟)(𝑡)𝜇|𝑡|‖R𝑛 < +∞
}︂
, 𝜇 ∈ (0, 1),

with a norm
‖𝑥(·)‖(𝑘)𝜇 = max

06𝑟6𝑘
sup
𝑡∈R

‖𝑥(𝑟)(𝑡)𝜇|𝑡|‖R𝑛 .

Let’s formulate a system of restrictions on the right-hand side of FDEPT:

(a) 𝑓(·) ∈ 𝐶(0)(R×R𝑛×𝑠,R𝑛) (function 𝑓(·) with respect to the variable 𝑡 can be considered as
piecewise continuous function with discontinuities of the first kind at the points of a discrete
set);

(b) quasilinear growth condition: for any 𝑡, 𝑧𝑗, 𝑧𝑗, 𝑗 = 1, . . . , 𝑠

‖𝑓 (𝑡, 𝑧1, . . . , 𝑧𝑠) ‖R𝑛 6𝑀0(𝑡) + 𝑀1

𝑠∑︁
𝑗=1

‖𝑧𝑗‖R𝑛 , 𝑀0(·) ∈ 𝐶(0)(R,R)

and Lipschitz condition

‖𝑓 (𝑡, 𝑧1, . . . , 𝑧𝑠) − 𝑓 (𝑡, 𝑧1, . . . , 𝑧𝑠) ‖R𝑛 6𝑀2

𝑠∑︁
𝑗=1

‖𝑧𝑗 − 𝑧𝑗‖R𝑛
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(in fact 𝑀1 6𝑀2, but the constants 𝑀1 and 𝑀2 can be taken equal);
(c) there exists 𝜇* ∈ R+ such that the expression

sup
𝑖∈Z

𝑀0(𝑡 + 𝑖) (𝜇*)|𝑖|

has a finite value for any 𝑡 ∈ R and is continuous as a function of the argument 𝑡.
(d) for the 𝜇* from the item (𝑐) the family of functions

𝑓𝑖,𝑧1,...,𝑧𝑠(𝑡) = 𝑓(𝑡 + 𝑖, 𝑧1, . . . , 𝑧𝑠)(𝜇
*)|𝑖|, 𝑖 ∈ Z, 𝑧1, . . . , 𝑧𝑠 ∈ R𝑛

is equicontinuous on any finite interval.

In the case of the finite interval of the definition 𝐵𝑅 = [𝑡0, 𝑡1], we assume that the function
𝑓(·) satisfies the conditions (𝑎) − (𝑏). If 𝐵𝑅 is a half-line or a whole line we assume that 𝑓(·)
satisfies the conditions (𝑎) − (𝑑). The last condition (𝑑) is necessary only in the case of a
half-line or a whole line. It can be removed, but this leads to more technical complications.

Let’s describe a very wide class of functions 𝑓(·) satisfying the constraints (𝑎) − (𝑑).

Remark 1. Suppose that the function 𝑓 has a representation

𝑓(𝑡, 𝑧1, . . . , 𝑧𝑠) = 𝑓1(𝑧1, . . . , 𝑧𝑠) + 𝜉(𝑡),

in which the continuous function 𝜉(·) satisfies the condition (𝑑), and the function 𝑓1 satisfies
the Lipschitz condition. Then the function 𝑓 satisfies the conditions (𝑎) − (𝑑). �

The right-hand side 𝑓(·) of FDEPT will be considered as an element of the Banach space
𝑉𝜇*(R× R𝑛𝑠,R𝑛)

𝑉𝜇*(R× R𝑛𝑠,R𝑛) =
{︀
𝑓(·) : 𝑓(·) satisfies the conditions (𝑎) − (𝑑)

}︀
,

‖𝑓(·)‖𝐿𝑖𝑝 = sup
𝑡∈R

‖𝑓(𝑡, 0, . . . , 0)(𝜇*)|𝑡|‖R𝑛 +

+ sup
(𝑡,𝑧1,...,𝑧𝑠,𝑧1,...,𝑧𝑠)∈R1+2𝑛𝑠

‖𝑓(𝑡, 𝑧1, . . . , 𝑧𝑠) − 𝑓(𝑡, 𝑧1, . . . , 𝑧𝑠)‖R𝑛∑︀𝑠
𝑗=1 ‖𝑧𝑗 − 𝑧𝑗‖R𝑛

,

where the parameter 𝜇* ∈ R+ coincides with the corresponding constant from the condition
(𝑐).

Obviously, for the function 𝑓(·) ∈ 𝑉𝜇*(R × R𝑛𝑠,R𝑛) the smallest value of the constant 𝑀2

from the Lipschitz condition (the condition (𝑏)) coincides with the value of the second summand
in the definition of the norm 𝑓(·). In what follows, speaking of the Lipschitz condition, by the
constant 𝑀2 we mean exactly its smallest value.

We have the following theorem on the existence and uniqueness of a solution.

Theorem 1 ( [6]). If for some 𝜇 ∈ (0, 𝜇*) ∩ (0, 1) the inequality

𝑀2

𝑠∑︁
𝑗=1

𝜇−|ℎ𝑗 | < ln𝜇−1,

is satisfied then for any fixed initial-boundary conditions

𝜙(·) ∈ 𝐿∞(R,R𝑛), 𝑥̄ ∈ R𝑛
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there exists a solution (absolutely continuous)

𝑥(·) ∈ ℒ𝑛
𝜇𝐶

(0)(R)

of the basic initial-boundary value problem (2)–(4). Such a solution is unique and, as an
element of the space ℒ𝑛

𝜇𝐶
(0)(R), depends continuously on the initial-boundary conditions 𝜙(·

·) ∈ 𝐿∞(R,R𝑛), 𝑥̄ ∈ R𝑛 and the right-hand side of the equation (function 𝑓(·) ∈ 𝑉𝜇*(R ×
× R𝑛𝑠,R𝑛)). �

2.2 Existence of a periodic solution

To simplify the presentation of the idea and the basic constructions of the proposed approach,
we restrict ourselves to the case where the homeomorphisms 𝑞𝑗, 𝑗 = 1, . . . , 𝑠 are shifts, i.e.
𝑞𝑗(𝑡) = 𝑡 + 𝑛𝑗, 𝑛𝑗 ∈ R, 𝑗 = 1, . . . , 𝑠. Without loss of generality, we assume that 𝑛1 6 . . . 6 𝑛𝑠.
For clarity in the presentation, we confine ourselves to the case when the deviation values of
the argument 𝑛1, . . . , 𝑛𝑠 and the period 𝜔 of the right-hand side of the equation with respect
to the time variable are commensurable. n this case, without loss of generality, we can assume
that the quantities 𝑛1, . . . , 𝑛𝑠, 𝜔 are integers. The last property can be achieved by replacing
the time with extension.

We consider periodic solutions of the equation

𝑥̇(𝑡) = 𝑓 (𝑡, 𝑥(𝑡 + 𝑛1), . . . , 𝑥(𝑡 + 𝑛𝑠)) , 𝑡 ∈ R (5)

with a 𝜔 time-periodic right-hand side. Let’s formulate an existence theorem for a periodic
solution in terms of averages over the period.

Theorem 2 ( [7]). Suppose that the map 𝑓(·) satisfies the conditions (𝑎) − (𝑑) and is a
𝜔-periodic function with respect to time, where 𝜔 ∈ Z+. If for given 𝜇 ∈ (0, 𝜇*) ∩ (0, 1), 𝑟 > 0
and for all 𝑥̄ ∈ R𝑛, ‖𝑥̄‖R𝑛 = 𝑟 it is true that

𝑀2

∑︀𝑠
𝑗=1 𝜇

−|𝑛𝑗 | < ln𝜇−1,(︁
𝑥̄

‖𝑥̄‖R𝑛
,
∫︀ 𝜔

0
𝑓(𝜏, 𝑥̄, . . . , 𝑥̄)𝑑𝜏

)︁
< − (𝜇−𝜔−1)𝑀2(

∑︀𝑠
𝑗=1 𝜇

−|𝑛𝑗 |)
ln𝜇−1(ln𝜇−1−𝑀2

∑︀𝑠
𝑗=1 𝜇

−|𝑛𝑗 |)
×

×

[︃
𝑀2𝑠𝑟 + inf

𝜉∈[0,𝜔]
sup

𝜏∈[𝜉,𝜉+1]

𝑀0∞𝜇(𝜏)

]︃
,

then for the initial FDEPT (5) there exists 𝜔-periodic solution 𝑥(·), ‖𝑥(0)‖R𝑛 6 𝑟, which lies
in the ball of the space R𝑛 with radius 𝜇−𝜔ℛ̂, where

ℛ̂ = 𝑟 +

[︃
𝑀2𝑠𝑟 + inf

𝜉∈[0,𝜔]
sup

𝜏∈[𝜉,𝜉+1]

𝑀0∞𝜇(𝜏)

]︃
(︁

ln𝜇−1 −𝑀2

∑︀𝑠
𝑗=1 𝜇

−|𝑛𝑗 |
)︁ ,

𝑀0∞𝜇(𝑡) = sup
𝑖∈Z

𝑀0(𝑡 + 𝑖)𝜇|𝑖|.

�

2.3 Approximation of the solution of a functional differential equation defined
on the line by solutions of a initial-boundary value problem with expanding
intervals of the definition

On the basis of the Theorem 1 we are going to formulate a proposition on the approximation
of solutions of an initial-boundary value problem defined on the whole line by solutions of the
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initial-boundary value problem defined on the interval [−𝑘, 𝑘] as 𝑘 → +∞. We consider the
initial-boundary value problem on the whole line 𝐵𝑅 = R

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑡 + 𝑛1), . . . , 𝑥(𝑡 + 𝑛𝑠)), 𝑡 ∈ R, (6)

𝑥(𝑡) = 𝑥̄, 𝑡 ∈ R, 𝑥̄ ∈ R𝑛 (7)

and for each 𝑘 ∈ Z the initial-boundary value problem on a finite interval 𝐵𝑅 = [−𝑘, 𝑘]

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑡 + 𝑛1), . . . , 𝑥(𝑡 + 𝑛𝑠)), 𝑡 ∈ [−𝑘, 𝑘], (8)

𝑥̇(𝑡) = 𝜙(𝑡), 𝑡 ∈ R∖[−𝑘, 𝑘], 𝜙(·) ∈ ℒ𝑛
1𝐿∞(R), (9)

𝑥(𝑡) = 𝑥̄, 𝑡 ∈ R, 𝑥̄ ∈ R𝑛. (10)

Theorem 3 ( [8]). If for 𝜇 ∈ (0, 𝜇⋆) ∩ (0, 1) the inequality

𝑀2

𝑠∑︁
𝑗=1

𝜇−|𝑛𝑗 | < ln𝜇−1, (11)

is satisfied, and (𝜇1, 𝜇2) is the maximal interval on which the inequality (11) holds, then for
any 𝑥̄ ∈ R𝑛, 𝜙(·) ∈ ℒ𝑛

1𝐿∞(R) the solution 𝑥̂(·) of the initial-boundary value problem (6)–(7), as
an element of the space ℒ𝑛

𝜇𝐶
(0)(R), is approximated by solutions 𝑥̂𝑘(·) of the initial-boundary

value problem (8)–(10) as 𝑘 → +∞ and for any arbitrarily small number 𝜀, 0 < 𝜀 < 𝜇2 − 𝜇1

there is 𝐶𝑓,𝜀 such that the following estimate is true

‖𝑥̂(·) − 𝑥̂𝑘(·)‖(0)𝜇 6 𝐶𝑓,𝜀

(︂
𝜇1

𝜇2 − 𝜀

)︂𝑘

.

We note that in the sequence of initial-boundary value problems on intervals [−𝑘, 𝑘] the bound-
ary function can be an arbitrary fixed essentially bounded function 𝜙(·) ∈ ℒ𝑛

1𝐿∞(R).

3 Soliton solutions of the Korteweg-de Vries equation with a polynomial
potential

There has been a particular interest in the theory of Korteweg-de Vries (KdV) equation due to
its significance in nonlinear dispersive wave theory. Many different real-world nonlinear physical
problems are modeled by this well-known equation [9,10]. For example, this equation has many
direct physical applications to solids, liquids, gases, pedestrian flow models [11], car-following
models [12, 13] and so on.

It has widely been argued and accepted [14,15] that for various reasons, time delay should be
taken into consideration in modeling. Zhao and Xu [16] has considered solitary wave solutions
of the KdV equation with delays, also Zhao dealt with the initial-value problem of the delay
KdV equation [17]. Therefore, we want to incorporate a single discrete time delay 𝜏 > 0 into
KdV equation and consider the delay KdV-type equation’s initial-boundary value problem.

KdV-type class of equations has different versions of the representation, but further we will
concentrate on finding numerical solutions for the equation of the following form

𝑥̈(𝑡) = 𝑐[𝛼𝑥(𝑡) + (1 − 𝛼)𝑥(𝑡− 𝜏)] +
1

2
𝑥2(𝑡) + 𝜏 𝑥̇(𝑡− 𝜏), (12)

𝑡 ∈ R, 𝛼 ∈ [0, 1], 𝑐, 𝜏 ∈ R+.
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It should also be noted that following [16], the second-order FDEPT (12) can be obtained
by integrating an equation after substitution a solitary wave solution 𝑈(𝑥, 𝑡) = 𝜙(𝑥+ 𝑐𝑡) to the
KdV equation with time delay

[𝛼𝑈𝑡(𝑥, 𝑡) + (1 − 𝛼)𝑈𝑡(𝑥, 𝑡− 𝜏)] + 𝑈(𝑥, 𝑡)𝑈𝑥(𝑥, 𝑡) + 𝜏𝑈𝑥𝑥(𝑥, 𝑡− 𝜏) − 𝑈𝑥𝑥𝑥(𝑥, 𝑡) = 0.

In the previous sections, there was noted a one-to-one correspondence between solutions
of traveling wave type for infinite-dimensional systems of ordinary differential equations and
solutions of induced FDEPT. In particular, such infinite-dimensional differential equations can
arise as finite-difference analogues of continuous systems. Here we consider traveling waves for
the KdV equation as a continuous system. Moreover, we consider KdV equation with a delay.
The arising equations, satisfied by traveling waves, are also FDEPT. For such equations with a
quasilinear right-hand side, conditions for the existence of periodic solutions were obtained [7],
as well as an estimate of the radius of the ball in which such solutions change. For equations
of traveling waves with a polynomial right-hand side, redefining the right-hand side outside a
certain sphere, one can achieve that it becomes quasilinear. Applying the corresponding result
on the existence of a periodic solution for equations with a quasilinear right-hand side, one can
obtain periodic solutions for the initial equation of traveling waves, and also a description of
the range of parameters under which this periodicity takes place. Below, we demonstrate how
the algorithm for constructing a numerical solution, following the logic of the correspondences
noted above, allows efficient construction of traveling wave solutions.

4 Numerical realization of periodic soliton solutions of the Korteweg-de
Vries equation with a polynomial potential

4.1 Optimization problem and numerical methods

Let’s give a formal statement of the optimization problem for the search for numerical solutions
of FDEPT. We consider the system

𝐹𝑖(𝑡, 𝑥̇(𝑡), 𝑥(𝑡 + 𝑛1), . . . , 𝑥(𝑡 + 𝑛𝑠)) = 0, 𝑖 = 1, 𝑘, 𝑡 ∈ [𝑡𝑙, 𝑡𝑟],

where 𝐹 : R × R𝑛 × R𝑛𝑠 −→ R𝑛 – mapping of 𝐶(0) class; 𝑛𝑗 ∈ Z, 𝑗 = 1, 𝑠; 𝑡𝑙, 𝑡𝑟 ∈ R; the
values of the derivatives of the phase variables are defined on the extended interval 𝑡 ∈ [𝑡𝑙𝑙, 𝑡𝑟𝑟],
𝑡𝑙𝑙 = 𝑡𝑙 + min{0, 𝑛1, . . . , 𝑛𝑠}, 𝑡𝑟𝑟 = 𝑡𝑟 + max{0, 𝑛1, . . . , 𝑛𝑠}

𝑥̇(𝑡) = ℎ𝑙(𝑡), 𝑡 ∈ [𝑡𝑙𝑙, 𝑡𝑙],

𝑥̇(𝑡) = ℎ𝑟(𝑡), 𝑡 ∈ [𝑡𝑟, 𝑡𝑟𝑟],

where ℎ𝑙, ℎ𝑟 : R𝑛 −→ R𝑛 – mapping of 𝐶(0) class. The initial-boundary conditions are given by
the functionals

𝐾𝑚(𝑥̇(𝜏), 𝑥(𝜏1), . . . , 𝑥(𝜏𝑝)) = 0, 𝑚 = 1, 𝑞, 𝜏, 𝜏𝑖 ∈ [𝑡𝑙, 𝑡𝑟], 𝑖 = 1, 𝑝.

The optimization problem consists in finding a trajectory 𝑥̂(𝑡) that delivers the minimum of
the residual functional (RF)

𝐼(𝑥̂(𝑡)) = 𝑣(𝑁)

(︃
𝑘∑︁

𝑖=1

∫︁ 𝑡𝑟

𝑡𝑙

𝐹 2
𝑖 (𝑡, ˙̂𝑥(𝑡), 𝑥̂(𝑡 + 𝑛1), . . . , 𝑥̂(𝑡 + 𝑛𝑠))𝑑𝑡+∫︁ 𝑡𝑙

𝑡𝑙𝑙

[ ˙̂𝑥(𝑡) − ℎ𝑙(𝑡)]
2𝑑𝑡 +

∫︁ 𝑡𝑟𝑟

𝑡𝑟

[ ˙̂𝑥(𝑡) − ℎ𝑟(𝑡)]
2𝑑𝑡

)︂
+

𝑣(𝐾)

𝑞∑︁
𝑚=1

𝐾2
𝑚( ˙̂𝑥(𝜏), 𝑥̂(𝜏1), . . . , 𝑥̂(𝜏𝑝)),
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where 𝑣(𝑁), 𝑣(𝐾) ∈ R+ — weighting coefficients.

The proposed approach to the investigation of boundary value problems is based on the
Ritz method and spline-collocation constructions and was implemented in [18–20]. To solve
the problems of the class under consideration, the trajectories of the system are discretized
on a grid with a constant step, and a generalized residual functional is formulated that in-
cludes both the weighted residual of the original differential equation and the residual of the
boundary conditions. To evaluate the derivatives of the desired trajectories of the system, a
spline differentiation technique is used, based on two spline approximation designs: using cubic
natural splines and using a special type of spline whose second derivatives at the edges are also
controlled using optimized parameters.

For solving the stated finite-dimensional problems, a set of algorithms for local optimiza-
tion (quasi-Newtonian method BFGS; two versions of the Powell’s method; Barzilai-Borwein
method; version of the method of confidence domains; stochastic search methods in random
subspaces of dimension 3, 4, and 5, and others) and global optimization (method of random
multistart; method of curvilinear searching; tunnel method; parabolic method, and others) was
implemented. The used technology includes: an algorithm for sequentially increasing the ac-
curacy of approximation by multiplying the number of nodes in the grid of the discretization;
the algorithms for the difference evaluation of the derivatives of the functional — from the first
to the sixth degree of accuracy inclusive; the method of successively increasing the precision of
spline differentiation.

The corresponding software complex (SC) OPTCON-F was implemented in the language
𝐶 under the control of operating systems OS Windows, OS Linux and Mac OS using compilers
BCC 5.5 and GCC. SC was designed to obtain a numerical solution of boundary value problems,
parametric identification problems and optimal control for dynamical systems described by
FDEPT [21].

In the SC OPTCON-F there is the possibility of sequential application of various algo-
rithms within the framework of constructing a solution for one task. Thus, the constructed
intermediate solution in the previous step becomes the starting solution (“baseline”) for the
following algorithm. In this case, such an implementation does not prevent the global search
algorithms from “popping out” of the local solution. Separately, we note the presence of a
programming module that allows predetermining the order of application of algorithms, as well
as the construction of complex chain of steps (conditional statements, cycles, etc.) depending
on the current or historical values of a number parameters (for example, error estimation or
number of iterations). For the examples presented below, the following scheme was used in
cycle: the generalized quasi-Newtonian and Powell-Brent’s methods (with bi-directional line
search along each dimension) were used alternately, and after the error changed by less than
10−ℎ the adaptive modification of the Hooke-Jeeves method was used 𝑙 times (ℎ and 𝑙 are com-
putable functions on the basis of the loop iteration number, as well as the Lipschitz constants
of the equation itself and a number of other technical characteristics). The stopping criterion
depended on the number of iterations in the first part of the cycle, as well as the current error
estimate and its dynamics. In view of the above, as well as stochastic elements in the applied
algorithms, the presented value of the residual functional (𝑅𝐹 , i.e. error of a solution) can not
be used to estimate the theoretical rate of convergence.

The heuristic search algorithm for the solution 𝑥̂(𝑡) can be justified on the basis of the
existence and uniqueness theorems for initial-boundary value problems for the investigated
FDEPT, as well as theorems on approximating solutions of such equations on the whole line
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by solutions of the initial-boundary value problem on a sequence of expanding intervals, the
description of which was given in the previous sections.

4.2 Statement of the numerical problem

Next, the results of the computational experiments on the study of initial-boundary value
problems for systems of FDEPT using OPTCON-F software will be presented. Let’s consider
the FDEPT of the following form

𝑥̈(𝑡) = 𝑐[𝛼𝑥(𝑡) + (1 − 𝛼)𝑥(𝑡− 𝑐𝜏)] +
1

2
𝑥2(𝑡) + 𝜏 𝑥̇(𝑡− 𝑐𝜏), 𝑡 ∈ R, (13)

where 𝛼 ∈ [0, 1], 𝑐, 𝜏 ∈ R+. Using a time-variable transformation the equation (13) can be
rewritten in the form of the following system of equations of the first order⎧⎨⎩ 𝑧̇1(𝑡) = 𝑐𝜏𝑧2(𝑡),

𝑧̇2(𝑡) = 𝑐𝜏

(︂
𝑐[𝛼𝑧1(𝑡) + (1 − 𝛼)𝑧1(𝑡− 1)] +

1

2
𝑧21(𝑡) + 𝜏𝑧2(𝑡− 1)

)︂
.

(14)

Under this system, we have the following real parameters: 𝛼, 𝑐, 𝜏 . In the following example, for
a given system, we consider such parameter values that conditions of the modified existence
theorem for periodic solutions are fulfilled.

4.3 Example

We consider dynamical system in the following form:⎧⎨⎩ 𝑧̇1(𝑡) = 0.01𝑧2(𝑡),

𝑧̇2(𝑡) = 0.01

(︂
0.1𝑧1(𝑡) + 0.9𝑧1(𝑡− 1) +

1

2
𝑧21(𝑡) + 0.01𝑧2(𝑡− 1)

)︂
,

𝑡 ∈ R,

initial conditions{︃
𝑧1(0) = −5,

𝑧2(0) = 0.

(15)

Here, with respect to the system (14), we have 𝛼 = 0.1, 𝜏 = 0.01, 𝑐 = 1.
Taking into account the impossibility of considering the numerical solution of the system on

an infinite interval, we introduce the parameter 𝑘 and the corresponding family of expanding
initial-boundary value problems⎧⎨⎩ 𝑧̇1(𝑡) = 0.01𝑧2(𝑡),

𝑧̇2(𝑡) = 0.01

(︂
0.1𝑧1(𝑡) + 0.9𝑧1(𝑡− 1) +

1

2
𝑧21(𝑡) + 0.01𝑧2(𝑡− 1)

)︂
,
𝑡 ∈ [−𝑘, 𝑘],

boundary conditions{︃
𝑧̇1(𝑡) = 0,

𝑧̇2(𝑡) = 0,
𝑡 ∈ (−∞,−𝑘] ∪ [𝑘,+∞),

initial conditions{︃
𝑧1(0) = −5,

𝑧2(0) = 0.

(16)
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(а) 𝑘 = 500, 𝑅𝐹 ≃ 3.1× 10−5 (б ) 𝑘 = 1000, 𝑅𝐹 ≃ 1.6× 10−5

(в) 𝑘 = 2000, 𝑅𝐹 ≃ 7.5× 10−6 (г) 𝑘 = 3000, 𝑅𝐹 ≃ 4.7× 10−6

Рис. 1 Trajectories of the system (16) at different 𝑘.
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Figure 2 Trajectories of the system (16) at different 𝑟

According to the mentioned theoretical results, the solution of the system (16) converges
to the solution of the system (15) as 𝑘 → ∞. The graphs of the solution of the system (16) at
different values of 𝑘 are shown in Fig. 1.

Since the equation (13) is autonomous, the solution space of such equation is invariant with
respect to time-variable shifts. Therefore, it suffices to consider a family of solutions of the
initial problem (15) with a different values of 𝑧1(0). Figure 2 shows the integral curves for
different values of the parameter 𝑟 = 𝑧1(0) for the system (16). Note that for values of |𝑟|
greater than about 20, “destruction” of traveling waves occurs and the residual functional of
the numerical solution begins to grow rapidly, although for smaller values of |𝑟| it does not
exceed 3 × 10−4.

5 Concluding Remarks

On the example of the Korteweg-de Vries equation with a polynomial potential, an approach
is realized in which the existence of a periodic soliton solution was established. Such an approach
is based on redefinition of the right-hand side of the equation outside some given ball of phase
space, under which the overdetermined potential turns out to be quasilinear. Conditions for
the existence of a periodic soliton solution for an equation with an overdetermined quasilinear
potential were formulated, which guarantee the condition for the embedding of such a solution
in the noted ball of phase space. In such a case, such a solution turns out to be a periodic
soliton solution for the initial equation with a polynomial potential. A numerical realization of
such a periodic soliton solution was presented.
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В работе рассматривается вопрос существования солитонных решений (решений типа
бегущей волны) для уравнения Кортевега – де Фриза с полиномиальным потенциалом
базе подхода, в рамках которого показано наличие взаимно однозначного соответствия
таких решений с решениями индуцированного функционально-дифференциального урав-
нения точечного типа. На этом пути возникают условия существования и единственности
решений типа бегущей волны с условиями роста как по времени, так и по пространству (по
координатам). Весьма важно, что условия существования решения типа бегущей волны
формируются в терминах правой части уравнения и характеристики бегущей волны, не ис-
пользуя какие-либо линеаризации и спектральные свойства соответствующего уравнения
в вариациях. Отдельно рассмотрены условия существования периодических солитонных
решений, при этом продемонстрирована возможность перехода от систем с квазилинейным
потенциалом к системам с полиномиальным потенциалом с сохранением соответствующих
теорем существования. Приведена численная реализация подобных решений.
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