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In this paper we consider resource allocation problem stated as a convex minimization problem
with linear constraints. To solve this problem, we use subgradient method and gradient descent
applied to the dual problem and prove the convergence rate both for the primal iterates and
the dual iterates. We also provide economic interpretation for these two methods. This means
that iterations of the algorithms naturally correspond to the process of price and production
adjustment in order to obtain the desired production volume in the economy. Overall, we show
how these actions of the economic agents lead the whole system to the equilibrium.
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1 Introduction

In this paper we consider a resource allocation problem in an economy consisting of distributed
set of producers which are managed by a centralized price adjustment mechanism. Our ap-
proach is based on state-of-the-art convex optimization methods, i.e. we consider the resource
allocation as an optimization problem, solve it by a variant of Nesterov’s accelerated gradient
method, provide convergence analysis, and give an economic interpretation of the steps of this
method.

The problem of optimal resource allocation is to maximize producers’ aggregated profits
by sharing available resources. Popularized and advocated mainly in the monograph [1], the
mechanisms of decentralized resource allocation gained a lot of attention in economics and
operations research since then, see e.g. [2,3,6] and references therein. Each producer seeks to
maximize its own profit and, in total, all the producers need to produce a certain amount of
products. This problem can be cast as an optimization problem with the objective correspond-
ing to the cost function of all producers and constraints corresponding to the condition for the
necessary volume of production. We assume that constraints are linear and separable. In this
optimization problem, primal variables are production bundles and dual variables represent
prices of resources.

In this paper, following [9], we consider a different price adjustment mechanism. In particu-
lar, we consider the resource allocation problem without centralized price control, each factory
setting up its own price. Each factory produces one product and sets the price for selling the
product to the Center. The Center knows the amount which needs to be produced by all the
factories in total, selects the most advantageous offers (i.e. selects the offers with the best price)
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and tries to purchase the product in the required volume. Factories adjust the volume of prod-
uct and the prices, based on the volume bought from them by the Center and the demand from
the Center for this particular factory. Under an additional assumption of strongly convexity of
the primal objective, we consider the dual optimization problem as a composite minimization
problem, meaning that the objective in the dual problem is a sum of two functions a smooth
and a simple non-smooth. We use gradient descent to obtain faster convergence rates for the
resource allocation problem, namely, we obtain rate O (1/t).

The paper is organized as follows. In Section 1 we consider the primal problem and describe
its economical interpretation. In Section 2 we describe the method of subgradient projection
for the resource allocation problem and give the interpretation for the step. In Section 3 we
use composite gradient method for resource allocation problem and obtain estimation for the
convergence rate. In Section 4 we consider accelerated gradient descent.

2 Problem statement

In this paper we consider the following resource allocation problem. Suppose that there is
a Center and n factories which produce one product. Each factory has its own cost function
fr(xr), k=1, ... nrepresenting the total cost of production of the volume z;, € R, the number
of tons of product produced by the factory & in one year. Since each factory has its own owner,
the cost functions of the factories are unknown to the Center, and each factory knows only its
own function. Each factory is also entitled to set its own price for product. In this statement,
the price does not affect the quality of the product in any way, i.e. all factory produce the
same product, only at different prices. The Center buys product from the factories. Also the
Center needs that all factories produce not less than C' tons of this product in total per year.
So, the Center determines ¥, - the amount of tons of product that will be purchased from the
factory k. Since each factory wants to reduce costs, we can write down the following resource
allocation problem

(P)  f) =) fulex) »  min :
k=1 > ye=C, T >yk;

k=1
Y20, 220, k=1, ...,n

where cost functions fi(zx) k =1, ..., n are increasing and p-strongly convex functions, i.e.
J(x) >0V >0, k=1,...,n.
Remark 1. Assumption of u-strong convexity of functions fy(x), & = 1, ... ,n holds, for

example, when these functions are twice continuously differentiable and have positive second
derivative. Economically this means that the production cost grows faster than the volume of
the production. In other words, the production cost of a new unit volume grows as the volume
of production grows. For example, this happens for Agriculture. If the producer grows wheat,
then the more he wants to produce from one hectare, the more he should invest in fertilizers,
chemicals from pests, or even genetic technology. For a factory the producer has to invest more
and more in more advanced facilities such as robots, production machines, etc.
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Introducing dual variables py, kK = 1,...,n and using the duality theory, we obtain

n
§ min f(x) = min {f(x) + Z m%(pk(yk — a:k)}
> u>C, 2>y, v >0; Z e=C 205 =1 7

x>0, k=1,...,n :t:k>0 k=1,.

= — min {Z max pkxk - fk(l‘k)) min Zpkyk}

1y P20 n
! Z Yy 2C5 yp 20 k=1
=1

_ ml {Z max (pewr — frlzr)) — Ck:r{unnpk}

sy P20

= ml 0{ {pkmk (px) — fk(xk(pk))} B Ckzr?,i.{l,npk}’

5 Pn

where
zy(pr) = arg max {pkxk — fk(xk)}, k=1,2, ..., n (1)

x, 20

Then the dual problem (up to a sign) has the following form

(D) o1, - Pn) = Z {pkﬂﬁk(pk) - fk(ﬂck(pk))} C nlrun pr —  min

k=1 » p1, .- 7pn20

Note that, the Slater constraint qualification condition holds for the primal problem (P).
Thus, the strong duality holds and both the primal problem (P) and the dual problem (D)
have solutions.

3 Subgradient descent

For the sake of completeness, in this section, we consider dual problem (D) as a non-smooth
optimization problem and apply subgradient method to solve it with the rate O(1/ \/f) We also
provide an economic interpretation of the numerical procedure based on subgradient method.
The material of this section is not new and mostly follows [5]. Nevertheless, it is convenient to
consider it here. Later we will compare the convergence rate and interpretation with a faster
approach based on gradient descent.

The subgradient of the objective function in the dual problem D can be written in the
following form

%’1(?1) A
Vo oo =1 . |l-cl| . | (2)

where Z Mi=1, AN >0if k € argminp; and A\, =0, if £ ¢ arg mmp]
k=1 7j=1,..,n j=1,.
To solve this problem we use the method of subgradient pro JeCtIOH Where in our case, since

we have a condition p > 0, the projection is just the positive cut. So, we have the following
step of the method

p™ = [p' - hVe(p")], , (3)
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Input: h — stepsize, p° — starting point.

1. Set pi, k=1, ..., n and calculate

x(p),) = arg max {P};Uﬂk — fk($k)}, k=1,2,...,n.

x, 20

2. Form the vector A\(p’) as A = (A}, ..., AL)T, where > At =1, AL > 0,
k=1
and if A\l > 0, when k € argl min pf.
j=1,..,n

3. Do the step
p' = (p' = hVe(i, ..., ),

where

Vopl, -, ph) = x(p') — CA(p').

Figure 1 General projected subgradient method

where h is the step, which we determine later. Note that here and in subsequent arguments we
mean that Vi (p) is a subgradient (vector), arbitrarily chosen from the convex compact set —
subdifferential. In this case, which subgradient from a particular subdifferential will be chosen
is not significant, since this will not affect the estimate of the convergence rate.

3.1 Algorithm of subgradient descent for the resource allocation problem

In this subsection we describe the algorithm for the behavior of the Center and factories.

Under C'A(p’) is understood the volume of the Center’s purchase from the k-th factory on
t iteration, since that A\i(p') determines which share of the total amount C' Center is going to
purchase from the k-th factory on t iteration.

Each k-th component of the subgradient (2) can be interpreted as the difference between
the production xy(px) of the k-th factory from the volume CA; of the Center’s demand for
this factory. Taking this into account, we propose the following interpretation for determining
the vector A = (A\y, ..., A\,)". After the Center has received information about prices and the
optimal volumes of production from factories, it finds the minimum among them. Then the
Center allocates the desired total amount of purchase between factories which have the price
equal to the minimum one. For some factories, for which C\; is positive, it can happen that
xr(pr) — C A\ < 0. This is a signal for the k-th producer that the demand exceeds the supply
and the k-th price can be increased together with the increase of the produced volume.

Using this, we can rewrite algorithm in our case as fig. 2.

Those each factory counts how much its production differs from the desired volume of the
Center’s purchase from this factory this year. And if the Center does not buy anything from the
factory or buys less than it produced, then the factory lowers the price. If the Center is ready
to buy more than the factory produced, the factory raises the price. In the case of equality, the
factory does not change anything.
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Input: € > 0 — accuracy, p° — starting point.
1. Set the stepsize h = —&5.

2. Given the price vector p' for the current year, producers calculate the
optimal production plan for these prices as

lEk(pZ.) = argmax {p}lxk - fk($k)}, k=1,2,...,n.

x>0
and communicates this information to the Center.

3. The Center determines the shares of purchases for each producer, i.e. forms

a vector A\(p?) as X' = (AL, ..., A)T where S AL =1, AL > 0if k €
k=1

argminp; and A, = 0, if k£ ¢ argmin p§ and sends this vector to all

Jj=1,...,n j=1,..,n

factories.

4. Each factory adjusts the price for the next year as follows

p' ™t = (p' — h(x(p') — CA(P"))), -

Figure 2 Subgradient method for the resource allocation

3.2 Slater’s condition

In this section we estimate the upper bound for the solution of the dual problem (D). To do this,

we use the Slater’s condition and carry out arguments analogous to [7]. Set &; = ... =, =

2C C
=—andy = ... =9, = —. And define X = (Z1, ..., 7,)" and y = (41, ..., Jn)" . Notice
n

n
2C C
that the point (XT, yT)T satisfies the Slater’s condition as — =2y > yp = —, k=1, ..., n.
n n
Because the cost functions fi(xx), k=1, ..., n are increasing due to the economic inter-
pretation, we obtain
Then, we can formulate the following theorem about convergence rate

Theorem 1 ( [5]). Let Algorithm 1 be run with starting point p° satisfying 0 < p? <

Pmaz, kzl, ceey n for
N [%w
£2
steps. Then

1 N-1
where xVV = ¥ S x(ph)
i=0

Note that the number of iterations N to achieve accuracy ¢ is very large. To improve the
number of iterations, in the following sections we consider the methods based on the composite
optimization approach.
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ka(()) =  min ka(xk)

k=1 Z yp2C, yp20, k=1
:ck>O k=1,.
n n
= , min filxy) + (yk_xk)\pf/
k;yk>C, yr>0, | k=1 k=1 -0

zr 20, k=1,...,n

n
< max min {Z fr(xk) + (yr —
p=20 »
> yie=C, yip >0, k
k=1

x>0, k=1,....n

= min {Z fr(xk) + (UK —m)p;}
2 yp>C, ur=0, k=1 k=1

I 3
k]
e
——

:ckOk’l

ka Tk, +Z Uk — Tr) D},

Z —;;pz'
=1

k=

Since p; > 0, k=1, ..., n, we can formulate the following Lemma:
Lemma 1. Let the p* be a solution to the dual problem (D). Then it satisfies the inequality

Py < Pmax,

P (; h(30) - ; fk<0>> .

Due to the Lemma 1 we obtain that

where

*

pk; gpmaxa kzly "'777’7
from which we obtain the following equation

||p*||2 < \/ﬁpmax- (4)
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4 Composite gradient method for the resource allocation problem

In this section we consider the non-accelerated composite method to solve the dual problem
D. We describe this method and give an economical interpretation for the step of the method.
Also we estimate the convergence rate of the proposed algorithm.

So, lets consider this problem as the composite optimization problem. We can rewrite the
dual problem as

Qp(ph 7pn) :77Z)(p17 7pn) +g<p17 "'7p7l)7

where

3

lprs o pn) = S {pealpe) = feloe(p) | = (0. x(9)) — F(x(P)) (6)

k=1

is convex function, which gradient satisfies the Lipschitz condition for all variables p*, p? > 0

||Vw(p1) N Vz/J(pQ)HZ < Ly le o p2||2. (7)

And the convex non smooth composite function

g(p1, ooy Pn) = —Ck:r{nnnpk.

LR

To solve the problem we use the method with the following step
141 : t ¢ . Ly £2
pt! = argmin { (Vi(p'),p—p') —C min p+ = |p—p|, ¢ (8)
p=0 k=1,..,n 2

To obtain the solution of the (8) we can formulate the following Lemma.

Lemma 2. We can determine solution of the step (8) as follows

n . C
~ If k;l (—p}tjl)Jr > — then pifl. =0 and

Lw center
Pyt =max (0, ;) , k=1,... ,n.
~ Else ptil.. > 0 and determines from
= C
t+1 <41
Z (pc:nter _kar )+ = L_
k=1 ¥
and
p}:’—l = max (pz:rllter, ]51;:_1) s k’ = 1, Lo,
. 1
where ptl = pt — L—x(pt).
P

4.1 Algorithm of composite gradient method for the resource allocation problem

In this subsection we give an economical interpretation for the step (8). And describe the
algorithm for the behavior of the Center and factories.
Using the Lemma 2 we can economically interpret step in following case. Each year t factory

1
k predict the price pi' = pl — —x4(p}) for product for the next year. In this way factory k, in

Ly
accordance with the price and volume for the current year, determines the lowest price for which
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it is willing to produce and sell product in ¢t 4+ 1 year. So, sell at a lower price for this factory
is not profitable. After this, all the factories send vector of prices p‘*! to the Center. Then,
the Center analyzes this information and determines the price pii) . which we can interpret
as the price at which the Center will purchase product for the next year. So next year ¢t + 1
the Center planning to purchase wheat from factories which set the price not more than pLi. .
Then the Center send this price to all factories. After that, all the factories which were going
to produce sell product at a price lower than the Center’s price, raise the price to pitl | since
even at such price the Center will buy from them.

To obtain more economical interpretation of the step, lets rewrite the step (8) as

P = |pf = (x(p) - CAPY) | Q
¥ +

n
where A1 = \(p'™) and kZ: Ao=1, AL >0, and if i > 0, then k € arglminpﬁ-. We can
=1 J=1...,n
compare this step with the step (3) and notice that they have the same structure but the step (9)
of the considered algorithm is a function given in an implicit form. Similarly to section 1 we
can interpret the step as follows. After each factory k set the price pi for the current year ¢
and determined the optimal production plan z(p}) for the setting price, each factory report
this information to the Center. Having received this information, the Center should inform
each factory the volume of purchase from this factory for the next year CA(p*!). But since
the quality of product is equal for each company the Center wants to buy product only from
factories producing wheat at the lowest price. So in fact the Center needs to predict the prices
for the next year and proceeding from this determine from which factories and how much it will
purchase. Formally, on each iteration the Center needs to find a fixed point of a multivalued
function (9).
Since we find the solution of the (8), this is also a solution of the (9). And since the step (8)
we can rewrite as

. C
pt+1 — pt+1 + L_)\(pt—&-l)) ’
¥ +
the components of the vector \(p‘*!) satisfy
/\k(pt-i-l) _ ﬂ (pt+1 _ﬁt-i-l)
C center k +

So, using this, we obtain the Algorithm 77.

4.2 Estimation of the convergence rate

In this subsection we consider the convergence rate of the proposed algorithm. To formulate
the main result about convergence rate we need the following.
Put the vector p° = (p?, ..., p°)T, where p® — vector of initial prices. And its components
such as
ngggpmam k:L sy N

then we obtain that
1p°[], < VNPrmax-

Let us introduce a set

Biz(0)={p : p=0, ||p—p°||, <3R},
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where

Input: N > 0 — number of steps, Ly, — Lipschitz constant of gradient ),
p® - starting point.

1. Knowing the prices p,, k =1, ..., n for the current year ¢, producers
calculate the optimal plan for the production according these prices

on(p}) = angma {phox — fulm) ), k=1,2,..,n.

2. The Center forms a prediction for the lowest possible producers’
prices vector for the next year

N 1
pfjl :p',; — L—:vk(pi,), k=1,2,...,n.
P

3. The Center determines the price p’ll = at which it will purchase
product for the next year ¢t + 1 and sends this price to all factories.

n . C
- It Z (_p}:€+1)+ > L_ then pi:'r%ter = Oa
k=1 P

t+1

center > 0 and solves equaltion

n
. C
kz; (pijr}ter - pi;Jrl)Jr = L_’L/J

— Else p

4. Each producer adjusts the price for the next year as follows

1 _ 1 st _
P = max (pcenter, Dy, ) yk=1,... n.

Figure 3 Composite gradient method for the resource allocation

0

[1p° =27l + [[P°[l, < 2[[p°[l, + IP°ll2 = 3pmaxv/n = R,

herewith all the obtaining p’ will consist in B;,(0) :

Ip'|l2 < 2R,

since (second paragraph [4])

Ipll2 = [P = p°lla + ||P°)|, < IIp
< 2[p* — p°ll2 + [[P°]|, = 2[p*]l2 + 3 ||P°||, = HPmaxv/n < 2R.

L= p*lla+ p" = P2 + [0,

N 1 N-1
Define pV¥ = I S pfand xV = N >~ x(p’). Since that, the main result can be formulated
t=1 t=0

as the following theorem:
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Theorem 2. Let it be necessary to solve problem (P) in the following sense

n

* €
fEN) = f) s e 0= ) ok < g (12)
k=1 max

To solve this problem, we consider the dual problem (D), which we solve by the composite op-
timization. As a stopping criterion we choose condition for the duality gap and the discrepancy
in the constraint

€

9p max 7

FEM) o) <e, €= aY <
k=1

from which by the weak duality we obtain the necessary conditions (12). Then Algorithm will
stop not later than after N iterations which is determined as
82L, R*

9¢

N =

5 Concluding Remarks

In this paper we considered resource allocation problem stated as a convex minimization
problem with linear constraints. We use subgradient method and gradient descent applied to
the dual problem and prove the convergence rate both for the primal iterates and the dual
iterates. We compared convergence rate for this two methods. We also provide economic
interpretation for these two methods. And proof our result by numerical experiments.
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1MOCKOBCKHﬁ CbI/ISI/IKO—TeXHI/I‘IeCKI/IIU/I NHCTUTYT; 2I/IHCTI/ITyT IPUKJIaJHOI'O aHaJIn3a U CTOXaCTUKHU M.

Beiteprmrpacca; 3AucTuTyT 1podiem mepenadn urdopmarmu PAH

B sroit cratbe MBI paccMarpuBaeM MpPOOJIEMY BbIJIEJIEHUsT PECyPCOB, ¢hOPMYJINPOBAHHYIO
KaK BBIMYKJ/Ias 33a4a MUHUMU3AINNA C JUHEHHBIMU OIrPAHUYCHUSAME. UTOOBI PEIIUTD ITY IIPO-
6s1eMy, MBI HCIIOJIb3yeM CyOrpaJIneHTHBIN METOJI, U IPAJUEHTHBIN CIIyCK, TPUMEHEHHBIH K JTBO¥-
cTBeHHOH 3aja4de. MbI Tak2Ke IPEIOCTABIISIEM SKOHOMUYECKYIO HHTEPIIPETAIUIO ISl STUX JIBYX
METOJIOB. DTO O3HAYAET, UTO UTEPAINH AJTOPUTMOB €CTECTBEHHO COOTBETCTBYIOT IIPOIIECCY KOP-
PEKTUPOBKHU II€HLI U ITPOU3BOJICTBA, UTOOBI MOJIYIUTH 2KeJIAeMbIil 00beM MPOU3BOJICTBA B KO-
nomuke. B 1ies10M, MbI I0Ka3bIBaeM, KaK 3TH JIEHCTBUS SKOHOMUYECKUX areHTOB IIPUBOJAT BCIO
CHUCTEMY K PaBHOBECHIO.
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