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A simple model and its structure a � Bn
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Regression model: f = w1 + w2�1 + w3�2 + �(�), let x = [�0, �1, �2]T,
model to select from: f = a�wTx,
optimal structure: â = [1, 0, 1]T,
optimal parameters: ŵ = [0.2839, n/a, 0.2412]T.



Principal component analysis

PCA reconstructs dependency, reduces dimensionality

2d ! 1d
3d ! 1d

z = W
T
x + µ+ "

PCA decomposes a set into deterministic W ,µ and stochastic " parts.

Principal Component Analysis by S. Mallick, 2018, LearnOpenCV
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https://learnopencv.com/principal-component-analysis/


Model families

A model is a parametric family of functions,

ŷ = f (ŵ, x),

an element of a model family, given by some superposition,

f = gK � · · · � g1(w)(x) 3 F.

An example is a superposition of linear maps (transformations) and

non-linear monotonous (smooth) functions:

f (w, x) = �K �wT
K�k�1 � · · · � �1W

T
1 x.

The model parameters are treated as w = vec(wK , . . . ,W1)
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Neural network with stack of autoencoders

f = w
T

1⇥1k
zk�1 � W

T
k�1zk�2 � · · · � W

T
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� W

T
1
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Neural network error

Ey =
�
yi � f (x)

�2
Autoencoder reconstruction error

Ex = kx � r(z)k2

Types of autoencoders
PCA

W
T
W = I n

skip block

W = I n

metric

x
T
Wx > 0

multi-linear

WX

Autoencoder transform: z =
�
1 + exp(�W

T
x + b)

��1

Reconstruction decoder: x̂ = r
�
z(x)

�
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The simplest problem statement: discriminative

(��2rwS + w⇤) T // ŵ, x f // ŷ // S(w|y, ŷ)
yy

t // i // (x, y)

bb 99

ŵ = argmin S(w|y , f ).
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